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Review some concepts

The data set used to address the related issues
in this lecture — MLwiN tutorial sample

(see Rasbash, et al, 2005 — A User’s Guide to MLwiN)
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Basic information of the data set

1 |school ‘ ‘ Refresh ‘Qateguries | Help |
Hame ‘ n |missing |min |max

1 | school 4059 L] 1 65

2 | student 4059 L[] 1 198

3 | normexam 4059 [ -3.666072 3.666091
4 | cons 4059 L] 1 1

5 | standirt 4059 L] -2.934953 3.015952
6 | girl 4059 L] L] 1

1 | schgend 4059 [1] 1 3

8 | avsirt 4059 L] -0.7559605  0.6376559
9 | schav 4059 L] 1 3
10 | wrband 4059 L[] 1 3

Data source: MLwiN tutorial sample
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Number of schools: 65
Number of pupils: 4059

Normexam: pupil’s exam score
at age 16

Standlrt: pupil’s score at age 11 on
the London Reading Test

H# University of
BIES BRISTOL

We are interested in

Q1:  The relationship between ‘pupil’s exam score at
age 16’ and ‘pupil’s score at age 11 on the London
Reading Test’ - the effect of ‘standlrt’ (prior
attainment) on ‘normexam’ (outcome)
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cutcome

peict attainment

Data source: MLwiN tutorial sample

Simple scatter plot
All 4059 pupils
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cutcome

peict attainment

Data source: MLwiN tutorial sample

Ordinary linear regression method

Unit of analysis — pupil
One regression line
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cutcome

N

peicr attainment

Data source: MLwiN tutorial sample

Simple scatter plot

Aggregated data for 65 schools
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cutcome

A

peicr attainment

Data source: MLwiN tutorial sample

Ordinary linear regression method

Unit of analysis — school
One regression line
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What went missing
in the analysis?

The hierarchical structure of the data set
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- The fact that those
8 4059 pupils were
3
Al from 65 schools was
ignored
—
priof attanment
Data source: MLwiN tutorial sample
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- The information
about individual
pupils was
discarded

peicr attainment
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How this structure
affects the measurement of interest?

School 4 School 5 School 6 School 64 School 65

AV A

o A g o
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How this structure
affects the measurement of interest?
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D: MILwiN | sample
Simple scatter plots
For School 3 and
School 64
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H# University of
BIES BRISTOL



outcome

[peiot altainment

Data source: MLwiN tutorial sample
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outcome

[peiot altainment

Data source: MLwiN tutorial sample
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outcome

peict attainment

Data source: MLwiN tutorial sample
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Underlying Meaning

In this case, pupils within a school will be more alike,
on average, than pupils from different schools.

Eléc University of
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We are also interested in

Q2: How different the relationship is across schools?

W] Peng
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- the variability of the effect of ‘standlrt’ (prior
attainment) on ‘normexam’ (outcome) across
schools
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cutcome

peict attainment

Data source: MLwiN tutorial sample

The variation between schools
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Can ordinary linear regression method
estimate the variation between schools?

It is possible that “The variation between schools
could be modelled by incorporating separate terms
for each school...”

(Rasbash, et al., 2005)
For example, to fit 64 school dummy
variables in a model using
school 1 as the refetence school
H# University of
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normexany, = g+ gystandlit, + gyschool 2, + gyschool 3, + g,school 4, + gischool 5, +
Bsschool _6, + grschool 7, + ggschool_8; + goschool 9, + gypschool 10, +
Byschool 11+ gy,school 12, + gi.school_13; + g school 14, + g, school L5
Preschool 16, + gyzschool 17, + gioschool _18; + gygschool 19, + gyschool 20,
Bayschool 21, + go.school 22, + go.school 23, + g, school 24, + gyschool 25
Bagchool 26, + g school 27, + gieschool 28 + goschool 29, + gyschool 30,
Baschool 31, + goschool 32 + graschool _33; + goschool 34, + gysschool 35
Baschool 36, + gagschool 37, + gyschool 38, + gaschool 39, + g gschool_40,
Baschool 41+ g school_42, + g.school_43; + g, school_44, + g .school_45
Baschool_46, + g yschool_47, + geschool_48; + ggschool 49, + gyschool 30,
Bsschool 31, + goschool 52, + gioschool _33; + g, school 34, + gy school 35
Bsgchool 56, + goschool 57, + goschool 58 + g school 59, + g school 60,
Beaschool 61, + ggschool 62, + gschool _63; + geschool 64, + geschool 65

o+ o+

University of
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Can ordinary linear regression method
estimate the variation between schools?

However, it is inefficient and inadequate “ because it
involves estimating many times coefficients...because
it does not treat schools as a random sample...”

(Rasbash, et al., 2005)

Think about a national data set
with hundreds of schools......

Eée University of
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Multilevel modelling

A statistical technique that allows an analysis to take
account of the levels of hierarchical structure in the
population so that we can

- treat sample as random
- specify and fit a wide range of multilevel models
- understand where and how effects are occurring

(Rasbash, et al., 2005)
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Statistical software packages

There are some statistical packages have the function

- MLwiNis one of them

g

Miwin.Ink

Menu bar
File Edit Options Model Estimation Data Manipulation Basic Statistice Graphs Window Help

More | Stop | |GLs E;:Er::llion

University of
W) Peng B By

File Edit Options Model Estimation Data Manipulation Basic Statistics  Graphs  Window  Help

Start | More Stop | |GLS E:Er"""':""
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Get started with creating a
MILwiN worksheet

MLwiN can only input and output numerical data
- code data numerically
- assign an identical numerical code to all missing data
- three ways of creating a MLwiN worksheet:
* input data into a MLwiN worksheet

* copy and paste data into a MLwiN worksheet
¢ import ASCII data from a text file

Eléc University of
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view | Help

(1) [e2(0) [e3(0)
300

N/

Input data directly
into the MLwiN
worksheet

Each row represents
one record

Data Manipulation/View or edit data

Eléc University of
WJ Peng BRISTOL
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Paste data into a MLwiN worksheet
W

=

Code for missing values: |'3-339E+23

Column ~|

343 123

123 123

343 123
Copy text (‘lata e =
onto the clipboard EE 1z
123 123
from other 5 5

123 123

packages then
click

Usefirst row as names  Delimiter | TAB

Free Columns

Edit/Paste

E University of
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Import ASCII data from a text file

Edt Opbons Model Cstimation Dt Mangulstion Beac Satshos Graphs Weindow  Hel

! 0% Help
CiVProg o Pl Ty s
v e Pl Bt s

AP 10 T Enter to cover the
columns in a ASCII

file

Locate the pathway of
the file

File /ASCII text file Input

% University of
W] Peng BRISTOL
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Name columns - variables

‘missing ‘min

0 300

0 2

0 15
]

eg Name column C2
(variable 2) then
press Enter

1
—2
—3]
—a
5|
6|
i
8
9

=

~

&

=

&l

&

=

=

=

2

‘m

)

Data Manipulation/Names

University of
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Save the file as a MLwiN worksheet
W

Name the new file and
save it as a MLwiN wotksheet

File/Save worksheet As...

EE University of
WJ Peng BRISTOL
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Declare the missing data

mm-ummwa‘mamm—w
[ Wahbert... |
———"" Hunbors(Duclar

[ Vo tmbers
Specify numerical precision to be used when displaying numbers
+ bdp/adp fomat " signif digit format
# digits before decimal point [ j #significant digits |_‘
# digits after decimal point |3—j
r

exponent

Set all walues of to be missing

Set a specific missing value code (be sure the same
missing value code is used for every variable)

Options/Worksheet/Numbers

University of
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Sort a dataset to reflect its
hierarchical structure

“before trying to fit a multilevel model to a
dataset...... the dataset must be sorted so that all
records for the same highest-level unit are grouped
together and within this group, all records for a
particular lower level unit are contiguous”

(Rasbash, et al., 2005)

University of

WJ Peng LALd BRISTOL



W] Peng

WJ Peng

Sort the dataset

Select which columns

to be sorted _—

(those columns must be of
the same length)

Data Manipulation/Sort

dataset by
which key
variables

View hierarchical structure

MMW.M

Date Morgudoton  Baskc atwtis Graphs Window  Help

10 = 1 &
M7

UG-
[

W

5 L= 506 | 2004 el 8

(k]

LD Bj= 3ol &

View the e

LE=Td3
6

L di=
Wn

20 8= 80t 65
El

st

LEE: 10,= 105 B

hierarchical A

120 12,s 122154
e

L

BT ERSLE

g

Lol 15+ 155 6
[

structure of a data [

L s 163
15

= 5ol ) 20 9 j= 140l 3

LE]

(k3

L @) 07 6

. H&
set after fitting a
12D 2 i=2of £
model M7

[EE]
K]

[TX3
M7

[0
[E]

LD 3 i= o &
K]

Models/Hierarchy Viewer

1263
e

| L 252 357 B

3

(Note: to View after fitting a model)

University of
BRISTOL

University of
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Checklist

All value codes are numerical?
An identical missing value code?

The dataset has been sorted?

SN N N

The dataset is a MLwin worksheet?

Eée University of
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Understand the notation used in MLwiN

An example — linear regression with continuous variables x
and y for one school with i number of pupils

¥, =a+bx i =1,2,3...the number of pupils
y; =y te e; = residual (or error) ie, the difference
=a+bx+e between y and .-

a = intercept (average across all pupils)
b = slope (coefficient — the effect of x)

a (intercept) and b (slope of x) define the average line across
all pupils in the school.

Eée University of

W] Peng B BRISTOL
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Understand the notation used in MLwiN

For one school

For a number of schools

There is
Thus

WJ Peng

y; =a+bx+e,
Yy =a;tbx,; te,

Yp=a,tbx;te,

w=a+%—
=a+bx.vtu+e.
yy=atbx;tu te,

Eée University of
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Understand the notation used in MLwiN

For a number of schools

Introduce x, (=1) and symbols
G, and &, to denote a, b

L= ar . tu +te.
y;=a bx u, e

Vi = L%+ G T ugxyt egx,
x, called cons in MLwiN

general notation

i = pupil level, j = school level

G,and &, define the average line across all pupils in all schools.

. E“ University of
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The fixed and random parts in MLwiN

The fixed part of the model:

59>/, — multilevel modelling regression coefficients
— explained in the model

The random part of the model:

0%, — the variance of the school level random effects u,,
— the variance of the pupil level random effects e,;

o 2601']'
— unexplained in the model

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

Eée University of
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Fit a multilevel model in MLwiN
- start with simple models -

“Multilevel modelling is like any other type of
statistical modelling and a useful strategy is to
start by fitting simple models and slowly
increase the complexity.”

“It is important...to know as much as possible
about your data and to establish what questions

you are trying to answer.”

(Rasbash, et al., 2005)

Eée University of

B BRISTOL
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Research questions

We are interested in exploring — via data [EVSERw-.
modelling — the size, nature and extent of
the school effect on progress in normexam.

Q1 - What the relationship between the
outcome attainment measute normexam
and the intake ability measure standlrt
would be?

normexam

A

i '3I.4 '2}.5 '1‘7 —UIQ EIIU U.}H 1.}7 215 3?4
Q2 - How this relationship varies across standirt

schools (what the proportions of the overall
variability shown in the plot attributable to
schools and to student)?

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

University of

Bl
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Considering the following 3 models

Cons Model — a random intercepts Null model with ‘normexam’ as
the response variable, no predictor/explanatory vatiables
apart from the Constant (ie representing the intercept) which
is allowed to vary randomly across schools and with the levels
defined as pupils (level 1) in schools (level 2)

Model A — a random intercepts/variance components model
— Cons Model with also an explanatory variable (standlrt)

Model B — a random intercepts/slopes model
— Model A with also the parameter associated with
standlrt being allowed to vary randomly across schools (ie
random slopes as well as intercepts)

(Thomas, 2007, http://www.cmm.bristol.ac.uk/research/Lemma/two-level.pdf)

University of

; Bl
W] Peng B BRISTOL
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Fitting Cons Model

Select Model/Equations from Menu bar

<¥ Equations £ Notice the red colour
= ? —indicating that
)~ N(XB parts: 5
) ( ? Q) the variable and the
y = ﬁ X0 — parameter associated
- with it has not yet been
Name ‘ Fonts | + - | Add Term | Estimates ‘ Clear | lotation | Responses Help | specified

¥ ~ N(XB, 2) — the default distributional assumption:

“The response vector has a mean specified in matrix
notation by the fixed part XB , and a random part
consisting of a set of random variables described by
the covariance matrix ().

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

H# University of
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Click either of the y’s to specify the response variable — normexam,
assign i and j at pupil and school levels respectively.

Click either x, or &, to specify the explanatory variable — cons, assign
i and j at pupil and school levels respectively to model the intercept.

£ Equations DEX
v, ~N&B, Q) r
Yy = Boiko ]
Hame ‘ Fonts | + | - | Add Term | Estimates Clear | Hotation | Responses Help I

Click Name to show the names of the variables.

Notice the variables
and parameters have
1'1()1mexamy N(XB’ Q) changed from red to
| black? — indicating
that specification is
completed.

<% Equations

I'IOI'IHGXEIHIQ- = ﬂ 05,001'13

uamelfom.s + - Add Term Estimates Clear  HNotation Responses Help

(http://www.cmm.bristol.ac.uk/research/Lemma/ two-level.pdf)

H# University of
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Cons Model has now been specified

2 Equations (=13 2 Equations M [=]E3]
normexam, ~ N(B, ) = normexam, ~ N{YB, ) =
normexay, = gg,cons normexamy = gy, cons
ﬁmj:ﬁﬂ+{fu,ﬁ+eUif ﬁ&j:ﬁﬂ+f"ﬂj+eﬂv
~NO, ) f e [oe ~N(0, o) o, =[_2
] N0 0[] o] N0 @0 [
~NO, Q) .7 o2 [] ~NO, Q) Q. [t [l
pu] 0 8] o] 080 0 ]
Hame | Fonts | + - | Add Term | Estimates Hame ‘ Fonts | + | - | Add Ierm‘gsﬁmmes|
Click the + or - buttons to see Click Estimates to see the
the composition of &, 0ij - parameters highlighted in

blue that are to be estimated.

Click Start on Menu bar to start estimation.

dit DOptions Model Estimation Datakanipulation Basic Statistice Graphs Window Help

IGLS E stimation
control__

H# University of
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Completion of the parameters estimation

= Equations

normexam, ~ N(XB. Q)
llOl‘lllE!Xﬂlll!j = ﬁUyCOHS
Doy = “0-013(0.054) +ar, +e

Note that the default
method of estimation
is iterative

] ~NO 92727 [oa600.032)] generalised least
squares (IGLS).

[e,] ~ 3O ) 2= [o0.8450.019)]

-2¥oglikelihood (IGLS Deviance) = 11010.650(4059 of 4059 cases in use)

uame|gums + | - Addlﬂrmlgstimnmezl Clear | Hotation | Responses Help ‘

The blue highlighted parameters in the Equations
window change to green to indicate convergence.

H# University of
W] Peng B BRISTOL
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What the parameter estimates tell us?

¥ Equations

normexam, ~ N(¥5, (3)
i Note that normexam
llOl]lleXﬂllly = ﬁDyCOHS

= -0.013(0.034) +1,, +e scores were

FGUL' - R ar 0g .

normalised to have a

proximately standard
oo normal distribution

[eoy] "N @) = [0.8450.019)]

[n,] ~NO @) 2= [o1600.052)]

-2¥oglikelihood(IGLS Deviance) = 11010.650(4059 of 4059 cases in use)

Name | Fonts | + | - Aunlermlgnimmesl Clear | Notation Responses Help ‘
Overall mean -0.013 (approach to zero)
Total variance 0.169 + 0.848 = 1.017 (approach to 1)

(@if children were taken from the whole
population at random the variance would be)

Intra-school cotrelation 0.169/(0.169 + 0.848) = 16.6%

(the proportion of the total variance
attributable to the school)

H# University of
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Graphing prediction
Models/Prediction Graphs/Customised Graph(s)
=¥ Customised graph : display. 2, data szt 1
normexany, = fcons P2 -] ey | Labolo | poldatacot |t | ¢ autosort onx
) dsz v x A ~Details for for data set number (ds#) 1
lot what ? lot iti I th
variable cons ; et w plot what?]_plot style | pesition | error bars| other
e D P 3 v fet1 -] [normezxam ~|
fived Ho -« .
level 2 5 fitter. [mone] — ~|  @r0uP  [mone]  +|
o -
6
plottype ine -
level 1 !
8
) [ » 9
fomts | e | G| o T w -
th tEw x| oumpmre < >

In Prediction window, click &, to

o calculate the average predicted line
o £ o produced from the intercept
3 f: I: coefficient &, - this is the predicted
A, : overall mean normexam (= -0.013)

JO I R line for all pupils in all schools.

-39 -20 30 <10 00 10 20 20 39
observed normexam
H# University of
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Graphing prediction

Models/Prediction Graphs/Customised Graph(s)
¥ Customised graph - display 3, data set |
nOTmexan, —‘{i’u.cmu D3 ~| Apply|Labels | Deldataset | Help | [ autosortonx
] y
ds# |Y¥ X A | Details for for data set number (ds#) 1
e I 1 12 w — || [motwhatz] plotstyle | position | error bars| other
variable  cons 3 : - ‘ -
O R 3 12 ez - X normexam v
fixed Ao - 5 — = ‘ =
iiter rou
i At e 5 Inone] | OO [school v
level 2wy, « :
level 1 7 plottye [T e
8
. | s 9
Forte  lame | Cale  Help L 10 v
L (SEu =] opare <) >
2% Ganph display (=] 3]

" Click also Uy to include the
o8 estimated school level intercept
residuals in the prediction function
and produce the predicted lines for
all 65 schools. The line for school j
o I . departs from the average prediction

929 20 0 00 LD 20 39 a8

observed normexam line by an amount u,,.

# University of
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Graphing prediction

Models/Prediction Graphs/Customised Graph(s)
¥ Customised graph : display 4, data set 1
nonmexany, = . cons (T Labels | Deldataset | Help | [ autosortonx
. ds# |Y X ~  Details for for data set number (ds#) 1
o 1 13 w — || [plotwhat2]_plot style | position | error bars| other
variable  cons — = L it 1 it
fixed i O Z 4 b -] % ormexam +|
fiter |mone] |  OTOUP fgohool v
al T e e 5
level 2 " - :
plot type g
level 1 ¢, *------- 1 =
- 8
. | . v
[ o 10 ®
18 sEel = oupmie &1/l >

Click e, to include the estimated
pupil level intercept residuals in the

=g prediction function too. Plot shows

53+ . . .
S identical predicted and observed
52 normexam (¥ = 1). Pupil i in school
. J departs from the predicted line for

39 .29 .20 0 00 10 X0 19 39 .
observed normexam school j by an amount ¢,
# University of
W) Peng
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Fitting Model A

- an random intercepts model -

<% Equations EIE‘E|
v, ~ N&E, 0) 5
Yy = Bogto + Br*yy

By = By Tty Tey,

<

-2*oglikelihood(IGLS Deviance) = 11010.650(4059 of 4039 cases in llSe)T
[ »

“Note that x, has no other
subscript but that x; has
collected subscripts j.

MLwiN detects that cons
is constant over the whole
data set, whereas the
values of standlrt change
at both level 1 and level 2.”

Hame | Fonts | + -  AddTerm Estimates Clear | Hotation Responses uel|)|

/
Click Add Term to add an explanatory variable

— standlrt.

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

W] Peng
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Click the +, -, and Name buttons to see how much

the detail of the model is displayed.

nonmnexany, - MVE, o)

nonmexany, = [, cons + .£3|-“'m“‘||"[.,.

Loy = ottty Feg

[Jrn_,] SNO ) = [c: n]
[\' f'.-'] <ML ) = G)r‘]

-2*oglikelihoodIGLS Devianee) = 110106504059 of 4059 cazes inuse)

Mame | Fonts |+ - Add Tem Estimates Clear | Motation  Responses e |

WJ Peng

&, (the intercept) and &, (the slope of standlrt) define the

average line across all pupils in all schools.

“The model is made multilevel by allowing each school’s
summary line to depart (be raised or lowered) from the
average line by an amount u,.” Pupil i in the school j departs
from its school’s summary line by an amount ey; .

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

H# University of
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In other words

nonmnexany, - MNYE o)
nonmexany, = [, cons + l{;ls.'mudlrtu

Py =pPotitg +eg

] N0 22 2 )

[l, "J_] SN 0 ¢ 0= s.?-'n]

-2*oglikelihoodIGLS Devianee) = 110106504059 of 4059 cazes inuse)

Mame | Fents |+ - Add Term Estimates Clear | liotation  Responsen  Help |

uy;— the level 2 or school level residuals (one for each school);
distributed Normally with mean 0 and variance 0?2,

ey; — the level 1 or pupil level residuals (one for each pupil);

distributed Normally with mean 0 and variance 02,

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

H# University of
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Estimate the parameters of the specified model

N Eguations

nonmnexany, - MNYE o)
nonmexany, = [, cons + l{;ls.'mudlrtu

Pog = fla ity ¥ gy
o] MO 2 )
[l, "J_] SN, Q) 0. [s.?-'n]

-2*oglikelihoodIGLS Devianee) = 110106504059 of 4059 cazes inuse)

Mame | Fents |+ - Add Term Estimates Clear | liotation  Responsen  Help |

The parameters highlighted in blue are to be estimated.

Click Start on Menu bar to start estimation.

File Ed Options  Model Estimation Data Manipulation Basic Statistics  Graphs  Window Help

i| More Stop | |GLS Estimation
- control..
(http://tramss.data-archive.ac.uk/do ion/MLwiN/chapterl.pdf)
H# University of
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Completion of the parameters estimation

5 Equations CEx

normexam, ~ N(XB, Q)
normexam, = g, cons + D.S()B(O.Dll)staudmy
oy = 0-0020.040) +1p +e
~N(@, ) : =
[ig] ~NO- 2 2= (00020018
~ N(0, 3 = =
[euy:l ©.2) 0, = [0.5660.013)]

-2¥oglikelihood(IGLS Deviance) = 9357.242(4059 of 4059 cases in use)

uamelgnm, + | - | Add Term Estimates Clear | HNotation |Responses Help ‘

Slope — the slopes of the lines across schools are all the same, of
which the common slope is 0.563 with SE = 0.012

Intercept — the intercepts of the lines vary across schools. Their
mean is 0.002 with SE = 0.040. The intercept of school j is 0.002 + u,;
with a variance of 0.092 and SE = 0.018.

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

H# University of
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What the parameter estimates tell us?

3 Equations [ =1E]

nonmexam, ~ N(XB, Q)
notmexam, = g, cons 3 0.563(0.012)stand]11y
Buy = 0-002(0.040) +tp, +e
~N(@, ¢3) : =
[y D 2= [o.00200.018)]
~ N(0, 3 = &
I:e Uy] ©, Q) :Q [0.:66(0.013)]

-2¥oglikelihood (IGLS Deviance) = 9357.242(4059 of 4059 cases in use)

unmelgnm, + | - | Add Term Estimates Clear | HNotation |Responses Help ‘

Total variance (0.092 + 0.566 = 0.658) — the sum of the level 2 and
level 1 variances

Intra-school cortelation (0.092/0.658 = 0.140) — measuring the
extent to which pupils’ scores in the same school are more alike as
compared with those from pupils at different schools

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)
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Graphing predication

m e —————
nonmexany, = gycons + g standiit,,

o1 - |[apply|Labets | peldataset | Belp | 7 autasortonx
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7 =0.002 + 0.563standlrt
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normesam

The average line across all pupils in all

B ) schools
standirt
Eléc University of
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Graphing predication
= <X Graph display
|1<Jn'[|cxau|,_,—;;n),wus + ﬁlst:unlh't,;
EXS
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Graphing predication

=¥ Graph display
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standirt
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Graphing predication

% predictions

R 0 "
normexany; = g cons + fstandlt;,

variable cons standlltij
fixed B B
level 2wy,

level 1 e,

| [ 3

Fonts | Hame Help | outhutfrom prediction to ‘,:13
10 SEof - output to

The line for school j departs
from the average prediction
blue line by an amount u, .
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predicted

normexam

) ' ey
-34-26-17-08 0008 17 26 34

standirt

V= fBycons + G, x
/90,','= Lot Uy + ey

Ao = 0.002 + uy+ e,

WJ Peng

Pupil i in school j departs
from the school j summary

line by an amount e,; .
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What all these about — Model A?

University of

Bl
W] Peng BRI BRISTOL

In brief, by employing multilevel modelling approach...

The line for school 3

The average line

The line for school 64

u,; — residual for School 3

u,z, — residual for School 64

€y5,64 — residual for pupil 5 in school 64
€y2s,6¢ — residual for pupil 28 in school 64

University of

; Bl
W] Peng B BRISTOL
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Graphing residuals

Seftings | Phols:

Dutgndt Lubaiess
it cutput 8t n Set columng
eaduals

[ioe SDiconpasivel of madusl o |

Aardadsedidagnostic] isidus 10

™ roimal scoins of insiduals 1o [

I el scores of standwidited residuals [T

% raks of resbusis Lo Emmmm
I~ dedeton ipsidusls |

[ leverage vahues I
I Infhuesica vahues |

=

L P Cake Hel

Model/Residuals/Settings

W] Peng

Graphing residuals

= Residuals

" [standardized reriduel = | % roemal scaies.
" rasidusl x rank.
05 resackaal #0155 3 vk

 [tendwdzedreiuad =] ¥ [fwedpat rediion =]

=
" resicusly " levesaon " infusnce
" starduwdiedmsidash " deletion residusls

diagnaoatics by varisble Ouiput o graph Display number

© Jeons -l [ow -

sehctaboer | Aoy | Heo |

Model/Residuals/Plots

WJ Peng

<K Names

33 [schresrank | |ﬂefresh|(_:aleguries| Help |
Name |n ‘missing ‘min ‘mﬂ: Lad
23 | c23 0 ] ] 0 E
24| c24 0 [] o o
25 | c25 0 0 0 0
26 | c26 0 [] o o
27 | c21 0 0 0 0
28 | c28 0 [] o o
29 | c29 0 0 0 0
30 | schres 65, [] -0.6583684  0.7233134
31 | sch2sd 65 0 01284661  0.5170535
32 [ c32 65 [] -2.4094 2.5058
33 | schresrank 65 0 1 65
34| ci4 o o 3

Residuals for individual schools,
of which their mean is 0 and their
estimated variance of 0.092

AN Gaaph display

narmexam residual

H# University of
BB BRISTOL

rank by residual

Each vertical line represents a
with 95% confidence
interval estimated for each school.

residual

H# University of
B BRISTOL
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What is meant by residual?

= Graph display 3 Gaaph dieplay

narmexam residual

predicted normexam
2

34 + I I + + + i rank by residual
=) 26 r 0g 0o 09 1.7 28 EXy

standirt

These school residuals might

School residual be regarded as school effect —
— the departure of a school expressed by the term ‘value
(grey) line from the average added’ in school effectiveness
(blue) line and improvement research.

Bl University of
W] Peng [ BRISTOL

What is meant by value added?

In this case, value added (or residual) for each school represents
the differences between the observed level of school performance
(pupil normexam scores taken at age 16) and what would be
expected on the basis of pupils’ prior attainment (pupul standlrt
scores taken at age 11).

In other words “value added is a measure of the relative progress
made by pupil in a school over a particular period of time (usually
from entry to the school until public examinations in the case of
secondary schools, or over particular years in primary schools — in
this case, between age 11 and 16) in comparison to pupils in

others schools in the same sample.”
(Thomas, 2005)

(See Thomas (2005) Using indicators of value added to evaluation school performance in UK.
Educational Research Journal. 2005 September 2005. China National Institute of Educational
Research: Beijing — in Chinese)

Bl University of
WJ Peng B BRISTOL



Were some schools doing better than others?

& Graph display [ (=15

1.0

- a positive value added score
(i.e. residual) indicating a
08 school may be performing

0 TTTTTHHHIIW%M above expectation.

00 =TT
s I I pnjEIEES
257, H}E - a negative value added score
DA}! indicating a school may be
«‘ 17 P e 5 performing below expectation

rank by residual

0.8

normexam residual

“However, information about the 95% confidence interval (CI)
is required to evaluate whether an individual school’s value
added performance is likely to have occurred by chance.

In other words, the confidence interval is vital to judge whether
a school’s performance above or below expectation is

statistically significant .” (Thomas, 2005)
# University of
W] Peng B BRISTOL

Were some schools doing better than others?

S Graph display (3=
1.0
g o M Information is also needed
5 about the statistical
= S TTTTTHHHI%M uncertainty of
g J( }E Lttt R petformance measures
£ UH}E when different schools are
=% ‘ ‘ ‘ . compared.
1 17 33 49 69
rank by residual
So...

Was SchoolA doing better than schoolA ?
Was SchoolA doing worse than school A ?
How about schoolA and schoolA ?

# University of
W] Peng B BRISTOL



Compare raw (Cons Model) and value added residuals

¥ Graph display Q@El

normexam value
added (Model A)

raw residual
(Cons Model)

rank by residual

W] Peng

On average, how were these
schools performing in their raw
normexam and value added (VA)
scores as compared to other
schools?

As compared to other schools:

- A performed higher than
expected in both scores

- A performed as expected in both
scores

- A performed lower than
expected in both scores

- A performed as expected in raw
but lower than expected in VA

- how about other schools?

Bl University of
[ BRISTOL

Compare level 2 (and level 1) variance between two models

=¥ Graph display g@@'

normexam value
added (Model A)

raw residual
(Cons Model)

rank by residual

WJ Peng

Variance between schools
- which residual curve ~ is steeper
- what the implication of it

Variance within schools

- the likely bounds (95%CI) of
variation on schools for raw
residuals wider than the ones for
value added

- What the implication of it

Bl University of
B BRISTOL
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Fitting Model B

- random intercepts/slopes model -

=8 Graph display. EEX

34T

predicted normexam

y
+ t
-34 26 17 09 00 0a 17 28 34

standirt

Graph of Model A - variance components model

Model A which we have just
specified and estimated assumes
that the only variation between
schools is in their intercepts.
“However, there is a possibility
that the school lines have
different slopes. This implies
that the coefficient of standlrt
will vary from school to school.”

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

W] Peng

Specifying Model B

vy ~ N(B, )
Vo T Lo ot A
Boy = foTlg+eg

by =pituy

2
o] ~N(O, Q) Qu= |Ox0
2
1y Gunl Gyl

[e ou] ~N(O. @) Q.= [Gg D]

2l [

<% Equations g@@'

Bl University of
[ BRISTOL

Click £, to specify the
coefficient of standlrt which
is random at level 2.

Hame | Fonts | + | - | Add Term | Estimates Clear | MNotation | Res|

“The terms uy; and uy; are random departures or ‘residuals’ at the
school level from &, and /&;. They allow the j’th school's summary
line to differ from the average line in both its slope and its intercept.”

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

WJ Peng

Bl University of
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Specifying Model B

=% Equations

Vi ~N(XB, o)

To fit this new model we |7 # wo Byt g
could click Start as before, |F¥ /0 Ty T
but it will probably be |fv™/ 7"y

quicker to use the

=i
iy

2
estimates already obtained ["“J] ~NO. Q) ¢ = |:‘7’4“ ]

from the 15 model as initial
values for the iterative

2
Gull Oul

~NO. ) =2

calculations. Click Motre. [e ”‘7] [‘7@ ﬂ]
< [ » ;
Hame | Fonts | + | -  AddTerm Estimates Clear | Notation | Resy

File Edit Opfions Model Estimation DataManipulation Basic Statistics Graphs Window Help

| More Stop | |GLS Estimation
= control..

(http://tramss.data-archive.ac.uk/documentation/MLwiN/chapterl.pdf)

W] Peng
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Completion of the parameters estimation

= Lquations
normexam,, ~ N(YB, )

NONMeXa,, = g cons + g, standlrt,,

Py = -0.012(0.040) + 1y, +e g,
By =0 S57(0.020) + 1 m

Mo | N0, 3 ¢ oo 0.090(0.018)

"y, 0.018(0.007) 0.015(0.004)
[‘- ..J] ~MN0. ) ¢ O [m:_.“.,,]:,]

=2*oglikelihood(IGLS Devimice) = 9316 8T0(4059 of 4059 cases in use)

Barne | fontn | o - Acd feem Estimstes

H# University of
BB BRISTOL

P ———

mean (SE) variance (SE)
individual school slopes vary 0.557 (0.020) 0.015 (0.004)
school line intercepts vary -0.012 (0.040)  0.090 (0.018)
(http:/ /tramss.data-atchive.ac.uk/doct ion/MLwiN/chapterl.pdf)

H# University of
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Completion of the parameters estimation

Riatioss BEE
nonmexam,, ~ NVE. Q)
NONMeXa,, = g cons + g, standlrt,,

,ﬂU} = «0,012(0.040) + u o . "ll[.‘
By =0.557(0.020) + 1,

Moy | ~N©. ) : 0. 0.090{0.018)

oy, 0.018(0.007) 0.015(0.004)
[‘- ..J] ~MN0. ) ¢ O [m:_.“.,,]:,]

=2*loglikelihoodIGLS Deviance) = 9316.870(4059 of 4059 cases in usec)

S e T |2 ol Lo s T | asson [ hespemses o)

“The positive covariance between intercepts and slopes
estimated as +0.018 (SE = 0.007) suggests that schools with
higher intercepts tend to some extent to have steeper slopes and
this corresponds to a correlation between the intercept and slope
(across schools) of 0.49.”

(http://tramss.data-archive.ac.uk/doct ion/MLwiN/chapterl.pdf)

H# University of
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Completion of the parameters estimation

= Lquations EEE
normexam,, ~ N(YB, )
NONMeXa,, = g cons + g, standlrt,,

ﬂU) = «0,012(0.040) + u o . pu[:
By = 0.557(0.020) + 1 m

Myl ~NO. Q) o 0.090(0.018)

oy, 0.018(0.007) 0.015(0.004)
[‘- ..J] ~MN0. ) ¢ O [m:_.“.,,]:,]

=2*loglikelihoodIGLS Deviance) = 9316.870(4059 of 4059 cases in usec)

fares | Ewrta | = | - | Acd Lwin | Eatimatas P ———

“The pupils' individual scores vary around their schools’ lines by
quantities gij> the level 1 residuals, whose variance is estimated
as 0.554 (SE = 0.012).”

(http://tramss.data-archive.ac.uk/doct ion/MLwiN/chapterl.pdf)
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Graphing prediction

=¥ Graph display E\@|g|
nm{iwx:nn,J = ;}',Jcons + ;},Jstm.d]ﬂ,}
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fixed B B '8
0 2 s
level 2wy uy o ol
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standirt

The positive covariance between slopes and intercepts leading to
a fanning out pattern when plotting the schools predicted lines
(the average line = blue line)
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Graphing residual

<% Graph display

Intercept
residual
i
jon-emel
%
B
==
=
RIS
[l
=

rank by residual

E‘HBﬁ'}%HH%ﬁ}HHﬂ}HHHIHHHMMB}}@

slope residual
for standirt
%

1 17 33 48 Ba
rank by residual

One residual plot for the intercepts of individual school lines
One residual plot for the individual line slopes
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Compare the two models

=% Graph display |Z”E‘E| &% Graph) display
34 34T
£ 16T £
vl (o]
3 3
: £
2 2
S 2
B k=]
=] k=]
2 2
o -26+ o
e O
-34 -26 17 08 00 08 17 26 34 -34 -26 1.7 -08 00 08 17 26 34
standlrt standirt
Model A Model B
Which model is better fit?
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Which model was better fit?

A fquatirn CEx

normexcant, ~ N(AB. g} nomeesan, ~ N(UE, )

onmesa, = gy cons + 0 563(0.01 Yidandlt, NIRRT, cons + g, standlrt,,
h . Py =1 1)+ 0y +e gy,

fiy; = 0.002(0 0D + g, tey gy = 0357(0020) +11,

frg] 400+ &= omo0is] R o

™ 0.018(0.007) 0.015(0.004)
[es] M- 0™ 0550013 [ea] M€ 00 2= [ossiooin)]

-2*loglikelilood IGLS Deviance) =9357.242(4059 of 4059 cases innse) 2 loglikelihood JGLS Deviance) = 9316.870(4059 of 4059 cases in use)

. X 4 | ~ ;
W | fontn |« . Add o (v Den Mg Bosporns b | e | (ots |+ - A o Lt Clon  Weimen Besprases o |

“A -2log-likelihood value is the probability of obtaining the
observed data if the model were true and can be used in the
comparison of two different models.” (Rasbash, et al., 2005)

H# University of
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Which model is better fit — the likelihood ratio test

Basic Statistsics/Tail Areas

o Tail Areas Q@@

Operation

Hlue

& ChiSquared

" F distribution

" Gamma distrbution(scale parameter = 1)
" Standard Momal distribution

[ Use columng a8 source:

40.3

Degrees of freedom '27

Help Calculate

- the change of the two -2*log-likelihood values
9357.2 - 9316.9 = 40.3.

- the change in the —2log-likelihood value (which is
also the change in deviance) has a chi-
squared distribution on 2 degrees of
freedom under the null hypothesis that

the extra parameters have population
values of zero.

- two extra parameters involved in the 2°¢ model
(1) the variance of the slope residuals u;
(2) their covariance with the intercept
residuals u,.
(Rasbash, et al., 2005)

The change is very highly significant, confirming the better
fit of the 2" model, a more elaborate model to the data.

W] Peng
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Examples of other modelling

Gender effects
- Do girls make more progress than boys? (F)
- Are boys more or less variable in their progress than girls? (R)

Contextual effects

- Are pupils in key schools less variable in their progress? (R)
- Do pupils do better in urban schools (or key schools)? (F)
- Does gender gap vary across schools? (R)

Cross-level interaction

- Do boys learn more effectively in a boys’ or mixed sex school? (F)

- Do low ability pupils fare better when educated alongside higher
ability pupils? (F)

(Jones, 2007; Rasbash, et al., 2005)

W] Peng
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Examples of other hierarchical structures
in education settings

Level 1 level 2 level 3 level 4
Pupils classes schools

Pupils schools regions

Pupils schools regions countries
Pupils neighbourhoods schools regions
NB:

What happens if we have other types of data (eg ordered/unordered
categorical data, binomial/multinomial data, repeated data) or non-
hierachical structure (eg pupils changing schools)?

H“ University of
W] Peng BIES BRISTOL

Useful references/links

Getting start with the concept of value added in school
effectiveness and improvement research:

Thomas (2005) Using indicators of value added to evaluation
school performance in UK. Educational Research Journal,
September 2005, CNIER: Beijing. (translated into Chinese)

Getting start with how to fit a model in MLwiN:

Centre for Multilevel Modelling, Graduate School of Education,
University of Bristol
http:/ /www.cmm.bristol.ac.uk/MLwiN /index.shtml

Teaching Resources and Materials for Social Scientists, ESRC
http:/ /tramss.data-archive.ac.uk/documentation/MLwiN /what-is.asp

Eée University of
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Flle Edt View Hstory Bookmarks Inoks  Help

<¢‘E| - - @ G} |31 http: tramss. data-archive. ac, ukjdocumentation/MLwittutorials, asp |v| [)] vlcuug\e \x]
(] windaws Marketplacs
[ Bristol University homepage. .. | PLASC - Google Search ( EE Lwin [ 3 chapterl.pdf (applicationip. . | [ F MLwiN - Tutorials (] =

MLwiN - Tutorials

Whatis Multilevel

Chapter 4: Contextual effects
Chapter §: Yariance Functions

Madelling? This page contains the detailed tutorials. These can be opened directly or downloaded
Hierarchical .
Structures Educational example
Research Questions )
Owerviews + Chapter 1. Random intercept and random slope modsls
fricorials | + Chapter 2 Residuals
e « Chapter 3: Graphical procedures for exploring the model
Software -
.

Mortality example:

wiewsdownload tutorial

The tutorial files are in Acrobat *.pdf format. You can read Acrobat files either after copying or downloading them, or directly
within & suitable web browser. If you wish to view acrobat files from within 2 wel browser then you will need Internet Explorer 3 or
later or Netscape 3.0 or later. Please consult your browser documentation for configuration information. In either case you will
need to install the free Reader (version 3.0 or |ater) on your computer.

# [Fyou wish to have more information about Acrobat go to Adobe's web site hitp: S adobe . com/acrobaty or go directly to
hittp: A adobe com/parodindex/acrobatireadsten html from where you will be able to download the reader.

If you wish to work through the tutorials on the example datasets with MLwiN |, go to the software download page.

Next Section: Software »

Done

3 MLwiN - Mozilla Firefox
Fle Edit View History Bookmarks Tools  Help

@3- @

[} Windows Marketplace

SIS

(2
Centre for
M fultlevel | |[ Search this site |
| Find ST wordd
home | contact | about us |research |learning and training E publications | links
bugs |features |order MLwiN |technical support | workshops | downloads T
M
L
w
B Lt Features a software package for fitting multilevel models
B2 miiwiv 2 1 peta
B8 Buy ML * Buy Mowi
P # Further details
BB wiLwine bugs e
i o Try Miwity for free for 30 days
. MLwiN Technical Suppart s Upirades
E Workshops « Download MEwin for free if you are a UK academic
B8 mrewiv downloads ¢ Manuals (free downloads
& ;W LA AR A MLWiN was created by the Centre for Multievel Modelling team with colleagues in other centres
figs MLwiN has benefited enormously from the input of numerous people. Michael Healy wrote the
original version of MANOSTAT which formed the basis for ML, a predecessor of MLwiN.
Professor Bill Erowne provided the foundations and coding of the MCMC features of the
software. The (ESRC) have provided essential support over the years.
If you are considering purchasing MLwi and would like to find out more about how the program
waorks, why not downioad the free training version (Teaching Materials and Resources for Social
Sciences) website. You can try out MEwil on example data sets supplied with the program
{Note you will not be able to load your own data sets into this version) @
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