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Modern cultures are deeply imbued with notions of measurement. Nearly all scien-
tific disciplines depend heavily on mathematics, and the social sciences in particular
have seen a rapid recent development of quantitative methodology and accompany-
ing measurement regimes. Political debate also involves the use of measurements of
all kinds and it is often assumed that the introduction of new measurements or the
expansion of existing ones needs little justification. Sometimes, but rather rarely
outside of the statistical and other scientific professions, discussion will revolve
around the accuracy of measurements and whether they could be refined, but the
default assumption is that more measurement is a good thing.

A particularly interesting example can be found in current debates in the UK
and elsewhere, around the opening up of government databases. Thus, in April
2010 a UK government website (data.gov.uk) made available thousands of official
datasets and was warmly welcomed by many ‘data freedom’ commentators, includ-
ing an anonymous news item in the Royal Statistical Society journal Significance
(June 2010). Without wishing to decry this and similar developments (the author is,
after all, a user of such databases), what is interesting is the almost universal
assumption that the more data we have, and make public, the better.

Another contemporary example is that of institutional accountability where there
has been an enormous increase in performance indicators or ‘league tables’ ranking
the ‘performance’ of schools, hospitals, universities, individual scientists, police
forces, etc. This has, of course, been driven partly by the advent of information
technology that has made the collection and processing relatively straightforward,
but again relies heavily on the assumption that having more data has to be a good
thing, even though debate may be needed on what to measure, how to measure it,
how to process it and how to display the results.

Yet measurement has not always been so popular, and 100 years after the death
of Francis Galton (and also incidentally Alfred Binet) is not a bad time to reflect on
how we got here, who helped us to get here and how much of it was worthwhile. In
the space of a relatively short paper, little more can be done than to provide a sketch
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and since it is the Galton centennial, his contribution will be dwelt on. Although the
paper will attempt to draw links between Galton’s work and subsequent develop-
ments, no particular claim is made for any causal connections, even though Galton’s
work certainly did exert a direct influence on many of those who followed him.

One of the motivations driving the work of Galton, and contemporaries such as
James Cattell, was the perceived need to identify and nurture those individuals,
who by virtue of their potential as scientists, were viewed as essential to the
advancement of society. By ‘society’ they were typically thinking of industrialised
Western societies and the principal method of measuring scientific achievement was
in terms of the reputation a scientist enjoyed among his (occasionally her) peers.
Thus, one of the very first databases to be used for a league table was Cattell’s
American Men of Science (Cattell 1906) in which he listed biographical details of
1000, rising to 34,000 in 1944, American scientists. A major purpose was to use
the data to compare ‘standards’ in different universities, regions, etc. In the case of
Galton, one of his major concerns was to identify the sources of talented scientists
and he became involved in comparing families, schools and nations.

The belief that more and better scientists held the key to prosperity and progress
was shared by many intellectuals at the end of the nineteenth century, and not just
by scientists themselves. The belief that heredity was the key to this was also a
widely held assumption (see, for example, Sutherland 1984, 33). Galton himself was
primarily an empirical experimentalist and his contribution, also taken up by Cattell,
was to propose ways in which one could identify such (potential) scientists by virtue
of measuring the characteristics of families, institutions, regions, etc. With the devel-
opment of sophisticated devices for measuring ‘mental ability’, starting with the
Binet-Simon tests in 1905, the identification of talented individuals was about to
become the subject of a scientific specialism in its own right – psychometrics.

Collecting data

The design of studies to collect data for making causal inferences about the ante-
cedents of intellectual achievements was in its infancy at the time Galton began his
first serious investigations, just after the mid-nineteenth century. There were no sat-
isfactory ways of measuring the strength of association between characteristics until
Galton effectively invented the correlation coefficient, subsequently placed upon a
rigorous mathematical basis by Dickson and developed formally into the more gen-
eral framework of linear regression by Pearson (Stigler 1986) – though the term
‘regression’ itself was invented by Galton to denote the lack of perfect correlation
between two measurements.

Galton used his measure to good effect in describing relationships between the
characteristics of parents and offspring and between measurements taken on the
same individual. In ‘Kinship and Correlation’ (Galton 1890) he discusses at length
the application of regression to predicting unknown body measurements from known
measurements. Galton amassed large data sets which he used to develop his ideas.
One of the best known is the data on heights of parents and children (Galton 1886a).

Confirming assumptions

Galton interprets the regression phenomenon as a combination of genetic
inheritance from a child’s parents and genetic inheritance from all his or her
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ancestors; the former pulling the child’s stature towards the parents and the latter
towards the population mean (the ‘mediocre’). The possibility that the environment
exhibits an effect in reducing a (perfect) parental genetic correlation is simply not
envisaged. For Galton, the consistency of his (inheritance) theory with his observa-
tions was sufficient to justify the theory (but see Wachsmuth, Wilkinson, and Dalla
2002, who point out that in fact Galton’s data did not actually fit his theory very
well – due to an inappropriate use of pooling).

This notion that the consistency of data with a particular statistical model is all-
important, is one that continues to occupy a central role in applied data analysis. It
is present implicitly in Spearman’s arguments for the existence of a single intelli-
gence factor (see below) and, as we shall see, surfaces at the end of the twentieth
century in some of the arguments for one-dimensional factors underlying test item
responses.

Certainly there were others arguing for nurture rather than nature, such as
Candolle whom Galton was aware of (Godin 2007), and Cattell (1906) specifically
argued against Galton’s interpretation (see below). Nevertheless, any search for
alternative explanations did not seem to concern Galton, and certainly would not be
encouraged by his strong commitment to eugenics, a commitment shared by many
leading scientists of the day. Galton seemed to be someone who believed that data
patterns were reflections of underlying realities that had universal validity. He was
extraordinarily impressed, for example, with: ‘the wonderful form of cosmic order
expressed by the “law of error” [referred to in his 1869 book Hereditary Genius as
the “law of deviation from an average”]. . . It reigns with serenity in complete self-
effacement amidst the wildest confusion’ (Galton 1886b, 494–5). Such a statement
borders on the mystical.

Galton’s delight with the normal distribution (as we now refer to it), and its suc-
cess in describing many physical phenomena in fields such as astronomy (Porter
1986), persuaded him that it would permeate all manner of other measurements and
in particular mental measurements. He was so impressed with the way it described
stature distributions (in France, Scotland and England) that he insisted it had to
describe mental measurements also (Galton 1869, 32–3):

Now, if this be the case with stature, then it will be true as regards every other physi-
cal feature —as circumference of head, size of brain, weight of grey matter, number
of brain fibres, &c.; and thence, by a step on which no physiologist will hesitate, as
regards mental capacity.

Galton then goes on to say that he does not rely upon analogy alone to justify this
assertion and quotes the marks from a military examination as being a good approx-
imation to a normal distribution. The data he gives, however, are based upon just
over 70 recruits grouped into eight categories. These are consistent with a normal
distribution but hardly strong evidence. Again here we see a use of evidence that
does not contradict his theory as constituting strong evidence in its favour. This, of
course, is distinct from non-contradiction appearing in the context of a systematic
attempt at falsification (Popper 2002). All of this remains unchanged in the second,
1892, edition of Hereditary Genius and informs his papers espousing eugenics up
to his death (see e.g. Galton 1908).

Another example of Galton’s comfort with the idea that non-contradiction of a
thesis provides good evidence in its favour is in Hereditary Genius (Galton 1892, 81)
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when he argues that the achievements of the sons of eminent men are far greater than
those of the adopted sons of Roman Catholic dignitaries, and that since both have
similar advantages by way of nurture, it is the genetic component that must be domi-
nant. He seems quite uninterested in speculating about other explanations. Thus, even
leaving aside the possibility that some of the adopted sons might in truth be biologi-
cal offspring, there is a process of selection made by the dignitaries that could be
expected to influence achievement and of course, the environment of an adopted son
of a Roman Catholic dignitary is likely to be very different from that of the son of an
otherwise eminent man.1

Galton was not the only one of his contemporaries to eschew a too-detailed
search for alternative explanations for their findings. Thus James Cattell, a fierce
critic of Galton’s emphasis on the dominance of hereditary influences himself,
regarded his findings of intellectual excellence in a small number of regions of the
United States as clear evidence of the overwhelming importance of environmental
factors:

The inequality in the production of scientific men in different parts of the country
seems to be a forcible argument against the view of Dr. Galton and Professor Pearson
that scientific performance is almost exclusively due to heredity. It is unlikely that
there are such differences in family stocks as would lead one part of the country to
produce a hundred times as many scientific men as other parts. . . Differences in stock
can scarcely be great enough to account for this; it seems to be due to circumstance.
(Cattell 1906, 734–5)

Like Galton, Cattell seems reluctant to contemplate alternative explanations, for
example that the existence of scientific opportunities became concentrated in certain
areas as a result of hereditary relationships.

I will argue in a later section that a satisfaction with weak non-contradiction
for a theory or assumption recurs in the field of mental measurement since Gal-
ton’s time, in different guises but fundamentally using the same reasoning. I am
reluctant to suggest a straightforward causal influence of Galton on successors,
and my thesis does not depend on being able to trace any such causal pathways.
Rather, I wish to emphasise the importance of Galton as the first major populariser
of these attitudes in mental measurement and then to trace how subsequent genera-
tions adopted many of the underlying assumptions, albeit expressed in different
terms.

Factor analysis – the next logical step

A few years before Galton’s death, Charles Spearman (1904) published his land-
mark paper that introduced the factor analysis model. As a result of his empirical
studies, building in part on the early experiments of Galton, he concluded that:

All branches of intellectual activity have in common one fundamental function (or
group of functions), whereas the remaining or specific elements of the activity seem in
every case to be wholly different from that in all the others. (284)

One of these ‘fundamental functions’ was what he termed general intelligence or
‘g’, which he regarded as a universal factor underlying mental attributes. It was not
long before this claim was contested, most notably by Burt (1909) and then by
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many others, with Spearman defending his position over the next quarter century.
One of the most influential critics was Louis Thurstone (1933), who showed how
multiple factors could be fitted to data, each independently representing different
‘intelligences’. This work, at least to some extent, influenced later researchers into
‘multiple factor’ theories, for example Raymond Cattell’s 16 personality factors
model (Cattell 1957) and Gardner’s (1983) multiple intelligences. We shall return to
this issue below.

Nevertheless, the notion of a single intelligence proved to be very attractive. A
particularly influential promoter of this notion, in the form of the intelligence quotient
(IQ), was Lewis Terman. He was instrumental in the development and use of group
intelligence tests, the best known of which is the ‘Stanford-Binet’ based upon the
original Binet-Simon tests. He used this on US army recruits in the First World War
and believed, as did Galton, that ‘intelligence’ was an inherited characteristic; essen-
tially one-dimensional. From this assumption it was a small step to argue, as Terman
did, that intelligence tests could be used to categorise children and ethnic groups, as
well as army recruits, in order to assign them to suitable roles in society. In the UK
this provided intellectual support to the use of IQ tests for educational selection.

In the factor model, each of a set of measured or observed variables is assumed
to be linearly related to one (or more) unobserved or ‘latent’ variables or factors
(see for example equation (2) below). Such factors may then be interpreted in vari-
ous ways, most commonly as being characteristics of individuals. Applied to tests
of cognitive functioning, such models enabled psychologists to build a mathematical
foundation for mental measurement. This enabled Galton’s ideas to be realised in
practice, even down to the assumption that the factors were assumed to have normal
distributions. This formalisation was introduced explicitly by Lawley (1943) but it
was implicit in the use of correlation (or covariance) matrices as the basis for esti-
mating the factor model, and the recognition that correlations can be derived from
the multivariate normal distribution (see Pearson 1920). The normality assumption
remains paramount to this day.

Subsequent developments in item response modelling (Lord and Novick 1968)
extended the range of these models, essentially by allowing discrete measurements
such as correct/incorrect variables to be used within a generalised linear model
framework (Goldstein and Wood 1989). Similarly, starting with Thurstone (1933),
the factor model itself was generalised to incorporate relationships among multiple
factors as well as ‘regression’ adjustments for other measured factors – what Spear-
man (see below) referred to as ‘irrelevant factors’. The landmark paper here is that
of Joreskog (1969) and subsequently these models have been developed and incor-
porated into computer packages under the general heading of structural equation
modelling (SEM) (see e.g. Muthen 2002).

Adjusting for irrelevant factors

One of the interesting features noted by Spearman was the need to discount ‘irrele-
vant factors’. He states that: ‘individual circumstances, as after birth materially
modify the investigated function, are irrelevant and must be adequately eliminated’
(1904, 227). He suggests that age, gender and experience are such factors. He
discusses the use of partial correlations to do this, but does not go beyond these
factors to consider wider social variables such as income, material deprivation, etc.
Nor do such concerns seem to enter either the historical or contemporary debates
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around dimensionality – whether a single ‘g’ or multiple factors such as suggested
by Thurstone (1933) and later by Gardner (1983). This mirrors Galton’s own prefer-
ence for choosing to regard conformity of data with a particular model as sufficient
justification for acceptance of the model. Such unconcern with attempting to explain
observed correlational patterns may be partly explicable by the nature of psycho-
metrics as a discipline, but it does imply a somewhat artificial context for these
debates. Interestingly, the term used in many contemporary factor analyses, namely
‘confirmatory factor model’, seems to be an explicit recognition of this viewpoint.
In such models the principal criterion for accepting a substantive hypothesis or the-
ory is that the chosen factor structure fits the data being studied. It is also some-
thing that is rather foreign to contemporary practice in social science.

It is perfectly possible for high intercorrelations among cognitive abilities to be
introduced, at least in part, as a result of variation in further variables, say, material or
nutritional circumstances (as well as age and gender) that have a common effect on
mental functioning. The following artificial example illustrates how this can occur.

Suppose we have a set of 5 test scores and the j-th score is generated as
follows:

yj ¼ xþ ej

x � Nð0; 1Þ; ej � ð0; r2
j Þ; r2

j ¼ 0:5=j ð1Þ

where the random variables are mutually independent.
This yields the following population correlation matrix (Table 1).

This matrix is consistent with a single common factor as we would expect, for
example by studying the tetrad differences. We now randomly generate 1000 sets of
5 responses from model (1) and fit a simple common factor model that omits x:

yij ¼ lj þ kjhi þ eij ð2Þ

The results of doing so are given in the first column of Table 2, omitting the
estimates for the residual variances.

We also fit model (3) where we now adjust for x, for example suppose this
measures deprivation, that is, we now fit the model:

yij ¼ lj þ bjxi þ kjhi þ eij ð3Þ

with the results in column 3 of Table 2. As is clear from the loadings, the common
factor now disappears, having been explained by x and we recover essentially the
model we started with. Thus, while this is not necessarily a very realistic scenario
in practice, it does illustrate how a failure to adjust for potential explanatory

Table 1. Population correlation matrix generated by model (1).

1
0.73 1
0.76 0.83 1
0.77 0.84 0.87 1
0.78 0.85 0.88 0.90 1
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variables can be misleading. In this case we would have interpreted the relationship
between our test scores and deprivation in terms of a common cognitive factor.

This problem is certainly understood within the factor analysis literature, but
most often is associated with procedures for establishing ‘invariant’ factor structures
in different populations, rather than attempting to account for a factor structure in
terms of the variables defining those populations (see for example Millsap and
Meredith 2007).

Although somewhat tangential to my argument, it is worth noting that Godfrey
Thomson argued against Spearman’s inferences by pointing out that the correla-
tional structures observed and claimed by Spearman to demonstrate the existence of
a single factor, could also be obtained by a quite different set of assumptions – his
theory of ‘bonds’ (see Bartholomew et al. 2009). Thomson was not, however,
concerned with confounding factors as alternative explanations.

Contentment with establishing merely that a data set is consistent with a particu-
lar model is mirrored in the literature by the widespread use of ‘goodness of fit’
tests to demonstrate such conformity. I am not referring to the inappropriate use of
such tests when the sample size is small so that there is very little power to reject
such a test, but rather to a general failure to search for confounders even when data
are extensive. This lack of concern with wider explanations is a particular feature
of item-response models, or ‘item response theory’ as its proponents insist on label-
ling it. In the ‘classic’ text in this area, Lord (1980) has nothing to say on this issue
apart from a very brief reference to comparisons of item-response curves between
populations. The specific literature on the ‘Rasch’ model, a particularly simple
item-response model, is not only content with ignoring other explanatory variables
but also insistent that only a single dimension is needed in any given application,
and displays a general unwillingness to explore further (see Goldstein 1980 for an
illustrative example). Indeed, proponents of this model regard the model as para-
mount and suggest that data should be constructed or modified to satisfy the mod-
el’s assumptions. Thus, Andrich (2004) claims that this model satisfies the
conditions of ‘fundamental measurement’ and as such attains the status of measure-
ment in the physical sciences – a view about measurement in the social sciences
that in a slightly different context Gould (1981) has labelled ‘physics envy’.

Table 2. Parameter estimates for models derived from model (2) with and without x.

Parameter Model (2) Model (3)

l1 0.01 0.01
l2 �0.01 0.00
l3 �0.01 0.00
l4 �0.01 0.02
l5 0.00 0.01
b1 - 1.03
b2 - 0.97
b3 - 1.00
b4 - 1.02
b5 - 0.99
k1 �1.03 0.02
k2 �0.98 �0.06
k3 �1.00 0.00
k4 �1.02 �0.01
k5 �1.00 �0.01
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Validity

In many ways psychometric test theory is a curious discipline. One particularly
intriguing feature is the way in which any newly devised test is justified in terms
of its ‘validity’. There are, of course, many facets to the term ‘validity’ but one of
the established methods for ascertaining validity is to correlate the results of a
new test with an existing test that it aims to replace, for example on the grounds
of greater relevance. Thus, for example, a new ‘cognitive ability’ test would be
judged partly on how highly it correlated with existing measures of cognitive abil-
ity. The same would be true for many educational tests and those measuring gen-
eral or specific intelligences. It is clear that there is a practical element to this in
that a new intelligence test that had a very low correlation with existing estab-
lished tests would be unlikely to prosper. Moreover, it is not just the existence of
a high correlation but also that particular group differences are maintained, for
example between males and females for spatial ability tests. It is not difficult to
see that such requirements will tend to impose a kind of historical determinism.
Thus, if the very first test of spatial ability to be accepted found a particular dif-
ference between males and females, whether because of the way items were
worded, or for example whether because of the particular samples used to stan-
dardise it, every following test would tend to find a similar difference simply
because of the requirements for establishing its validity. From time to time tests
have been constructed, using careful selections of items, to show that group differ-
ences can be reversed. A well-known example is due to Williams (1972) who con-
structed an intelligence test in which black students outperformed white students
in contradiction to the usual pattern. Likewise, in the early days of intelligence
testing in English schools, it was apparent to the test constructors that they could
construct tests to show males outperforming females or vice versa, but in fact
chose to confirm existing ‘knowledge’. Going back to Galton’s era, especially with
the particular views on the relative abilities of males and females that were gener-
ally accepted at that time and incorporated into test construction, we might well
suppose that the historical determinism built into test construction methods has
perpetuated many of those views in the results obtained from contemporary tests.
It would be an interesting research project to trace the evolution of particular tests
from such a standpoint.

The more measurement the better?

The rapid development in information technology over the last 30 years has gener-
ated enormous possibilities for the collection, processing and publication of social
data of all kinds. In countries such as Denmark there exist linked files for all citi-
zens containing personal data about education, health, employment, etc. In the UK
there is a national pupil database which tracks moves and achievements of every
pupil in the maintained education system. Data on crime, health outcomes and edu-
cational test scores are published in the UK in the form of league tables where indi-
vidual schools or hospital units or police forces are regularly ranked.

There is no doubt that the existence of such data, where it has been collected
with care and reliably, provides a valuable resource for policymaking, for research
and for informing citizens about society. Indeed, there is a continuing debate about
how to ensure reliability and relevance and how to avoid misleading inferences
when such data are published (British Academy 2011). Yet almost all of this debate
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happens among professionals and there is little public discussion of these issues,
through the media. Consider, for example, the issues of ‘value added’ and ‘uncer-
tainty intervals’ associated with school league tables. These rarely are a matter for
any kind of wide public debate, despite their crucial role in interpreting such league
tables. Policymakers in general tend not to see that they have any responsibility to
‘educate’ the public, and highly visible public advocates of ‘data freedom’ such as
Heather Brooke (2010) fail to touch on such issues.

We do not of course know how Galton would react in current circumstances.
What we do know, however, is that he was obsessed with the collection of data.
He attempted, for example, to measure the regional distribution of ‘beauty’ by not-
ing how many pretty women he encountered on his travels – another early example
of a league table, with London at the top and Aberdeen at the bottom (Galton
1908). With this, as with other measurements, he appealed to what he perceived
was the self-evident nature of the validity of the measurement process. This is clear
from his hereditary studies, but also in the case of his ‘beauty map’, where he
remarks: ‘Of course this was a purely individual estimate, but it was consistent,
judging from the conformity of different attempts in the same population’ (Galton
1908, 316).

To modern scientific eyes, this apparent lack of self-questioning and concern for
alternative explanations or viewpoints, seems strange and naïve. Indeed, they would
presumably have seemed so to many practising scientists of Galton’s time, not least
to his cousin Charles Darwin. Yet in modern public discourse, especially as filtered
through most of the popular media, such attitudes, I would maintain, are the norm.
Measurement itself, especially if carried out using sophisticated instruments or ana-
lysed using complex methodology, is seen to have the attributes of ‘science’, and
often taken effectively as a justification for believing the results that are presented
as if they have a meaningful relation to whatever social process they are claimed to
measure.

Conclusions

Using Galton and his views as a starting point I have attempted to describe
some of the ways in which psychometric test theory and attitudes towards mea-
surement have tended to develop over the last 100 years. From the outset, with
the work of Spearman and others, one of the principal concerns of psychometrics
was to be ‘scientific’. It sought to do this by developing data collection methods,
elaborating its mathematical models and, perhaps most importantly, attempting to
devise claims or theories that could be ‘falsified’. Thus, Horn and McArdle
(2004) argue that Spearman’s theory was scientific because it was falsifiable in
the sense that it would be possible in principle to find data that did not conform
to a single ‘g’ factor. The possibility of falsifiable data, however, is restricted to
the particular factor model being used, and as I have argued, very little attempt
seems ever to have been made at falsification using alternative social factors. In
other words, the scientific case is founded on the assumption that the model has
to be of the form (2) rather than (3). From the perspective adopted in this paper,
the scientific status of mental measurement seems more often asserted than
real.

I have emphasised the way in which Galton, and many of those who came
after, restricted criticisms of their ‘models’ within a set of ideas that excluded wider
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social considerations. Interestingly, this aspect of the history of psychometrics
seems to have been little noticed or commented upon by psychometricians
themselves, most of whom still appear to be working within the parameters set out
around the time of Galton; typically either developing more complex modelling
and analysis procedures or devising new measuring instruments. Indeed, a large
number of well-known and influential psychometricians, including Raymond
Cattell, John Carroll, Hans Eysenck, Arthur Jensen, Richard Lynn and Robert
Thorndike, as recently as 1994 published an article in the Wall Street Journal
(Arvey et al. 1994) defending Herrnstein and Murray’s book The Bell Curve
(Herrnstein and Murray 1994). In the article, in what seems a throwback to the
early twentieth century, they claimed that, ‘Intelligence tests are not culturally
biased’ and ‘Intelligence is a very general mental capacity’. What of the future? In
some ways there are good grounds for pessimism. Much of the development of
mental testing since Galton’s time has become fixed, either through the educational
texts that are current or, perhaps more importantly, through the very large commer-
cial interests associated with the testing industry, who, by and large, do not seek
innovation unless it is likely to bring financial reward (see Goldstein 1989a for an
extreme example involving Educational Testing Service [ETS] and the Golden Rule
insurance company). In a review of mental measurement written over 20 years ago,
Goldstein (1989b) suggested that so-called item-response theory, which underpins
much of contemporary mental measurement, operates by making substantively arbi-
trary assumptions chosen on the grounds of statistical convenience or mathematical
elegance. As argued in the present paper, there seems little reason to retract this
view. Moreover, the relative technical complexity that underpins this methodology
has important social implications in that it is inaccessible to those without consider-
able technical expertise. The ‘Golden Rule’ dispute illustrates this neatly. In this
case, ETS sought to justify an essentially social choice about what should be a
desirable black-white test score difference, on technical grounds, claiming that the
issue should be decided according to purely psychometric criteria. On the other
hand, there is some evidence that psychometrics, while it still has a core set of
practitioners with their own journals, has in fact moved somewhat to embrace both
the wider statistical community and the wider social science community.

In the area of data collection and presentation at the present time, likewise, there
seems little ground for optimism. Even in those societies, such as parts of Australia,
where crude league tables used to be eschewed, increasing political and commercial
pressures seem to be gaining the upper hand. New technologies such as powerful
dynamic computer graphics do have the potential to convey findings and patterns in
powerful ways, but whether they are used to inform rather than merely impress,
remains an open question.

Perhaps the most that one can hope for is that we could reflect more on Galton
and his legacy. In particular, a better understanding is needed of the difference
between data that ‘confirms’ a theory by providing a good model fit, and data that
allows us to explain observed data patterns using as much potentially falsifiable
information as possible.
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Note
1. Along with most of his educated contemporaries Galton assumed that eminence was

largely a male preserve and that female genes were largely irrelevant.
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