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Introduction

In Module 6 we saw how m Utipl e regression m addsf or continuous responses can
be generalised to hand e binary responses. At the end of them alle (C6.8), we
then considered m a#ls for grouped or clustered binary data where the response
variable isa proportion and the explanatory variables are defined at the group
level. The application of these m alds was illwstrated in an analysisof the
proportion of voters in each state intending to vote for George Bush, ind udi ng as
predictors the proportion of non- white respondents in a state and the proportion
who reported regul ar attendance at religous services.

A particd ar issue in the analysisof proportions is the presenceof extrabinm id
variation, caused by a vidationof the assm pion that the binary responses on
which a proportion isbased arei ndependent. It wass uggestedi n Module6 that
one way to allow for clustering (non-independence) due to om itted group-level
predictors isto fita m Wtilevel m ak withgroup-level randm effects. W pursue
this approach here, but our focus is on showng how m Utilevel m aldscan be
applied m oe generally to two-level binary response data with predictors that can
be defined at both level 1 and level 2.

Sm  eexam pes of research questions that can bee xplored through multilevel
m aks for binary responses are:

e W ht is the extentof between-state variation in US voting preferences
(Republican vs. Dem arat)? Can between-statedifferences in voting be
explained by differences in the ethnic or religious com psition of states? Do
indvidual-level variables such as age and gender have different effects in
different states?

e Does the use of dental health services (e.g. whethera person visited a dentist
inthe last year) vary across areas? To whatextent areany differences bet ween
areas attributable tob et ween-area differences in the provision of subsidised
services ordifferences in the dem araphic and socio-econm iccom psition of
resi dents?

Inboth of the above exen pes, the study popul ations have a t wo-level hierarchical

structure with individuals at level 1 and areas at level 2, but structures can have
m @ethan two levels and m abe non-hierarchica (see Module 4). Inthism alle,
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as in Module 5 for continuous responses, we consider only models for two-level
hi erarchical structures.

The am of this m alle is to bring together m dtilevel m adels for continuous
responses (Module 5) and sing e-level m adels for binary responses (Module 6). W e
shall see that m ay of the extensions to the basic m dtilevel m ald introduced in
Module 5 - for exen e randm slopes and contextual effects - apply also to binary
responses. Ho wever, there are sm e portant new issues to consideri n the
interpretation and estin don of m Wtilevel binary responsem adds.

Introduction to the Example Dataset

W enill illustrate m €hods for analysing binary responses using data frmm the 2004
National Annenberg Election Study (NAESO4), a US survey designed to track the
dynen ics of publico piniono ver the 2004 presidentidc m @gn. See
http: // www. annenbergpublicpdicycenter.org for further details of the NAES.

Inthis m dule (as inrModule 6)we analyse data from the National Rolling Cross-
Section ofNAESO4. The response variable for our analysis is based on voting
intentions in the 2004 general election (variable cRCO3), which was asked of
respondents interviewed between 7 October 2003a nd 27 January 2004. The
question was worded as fdlows:

e Thinking about the general election for president in November 2004, if that
election were held today, would you vote for George W. Bush or the
Democratic candidate?

The response options were: Bush, Den arat, Other, Would not vote, or Depends.
A sn & num b of respondentsr eported that they did not know or refused to
answer thequestion. Don’t knows and refusals weree xcluded frmm the analysis,
and the rem aning categories were com  lined to obtain a binary variable coded 1
for Bush and 0 other wise.

In Module 6 we analysed data from threestates. W enow extend the analysis
sen  pe toi nclude all 49 states in thes tudy, containing a total of1 4,169
respondents.

W econsi der six individual-level expl anatory variabl es:

° Annual househd d incom € grouped into nine categories (1 = lesst han $10k,
2 = $10-15K, 3 = $15-25K, 4 = $25-35K, 5 = $35-50K 6 = $50-75K, 7 = $75-
100K, 8 =$100-150K, 9 = $150k or m ope). Thisvariable is treated as
continuous in al analyses andis centred aroundits sam pen en of 5.23

° Sex (0=m ale,1 =fem 4e

° Ageinyears (n &n centred)
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° Type of region of residence (0 =rural, 1 = urban)

° Marita status (1= currently m aried or cohabiting, 2 = wi dowed or divorced,
3 =not currently living wth a partner and neverm aried)

° Frequency of attendance at religious services (0 = less than weekly or never,
1 = weekly orm ae)

and one state-levele xplanatoryv ariable, calcuated by aggregating an individual-
level variabl e giving the frequency of attendance at religious services:

o Proportion of respondents who attend religious services at least once a week

Two-level Random Intercept Model for Binary
Responses

Generalised linear random intercept model

Consider a two-level structure where a total of nindividuals (at level 1) arenested
within Jgroups (at level 2) with nji ndividuals ingroup j Throughout this m alle

we use ‘group’ as a general term for any level 2 unit, e.g. an area or a schoa. W e
denote by yjt he response for individual fin group j and by x; an ind vidual-level

explanatory variabe.Recall frm C5.2, equation (5.4), the randm intercept
m ak for continuous y

Vi =B+ BiX; +U; +e; (7.1)

where thegroup effects or level 2 residuals uand the level 1 residuals ejare
assm ato beindependent and tofdlownom & dstributions wth zerom eans:

u; -N(0,52) and e; - N(0,5?).

W ean also express the m aH in tem sof the m anor expected valueof y;f or an
indvidual in group jand withvalue xon x

E(y; | x,u;) = By + BiX;; +U;. (7.2

For a binary response y;; we have E( i % u) = m= Pr( y= 1) and a generalised
linear random intercept modelf or the dependency oft he response probability z;
on xis witten:

F’1(7z',.j) = By + BiX; +U; (7.3)

where F' (“ Anverse”) is the link function, taken to be the inverse cum Wative

distribution functionof a known distribution (seeC 6.3.1). | n Module 6, we
consideredt hree link functions: the logit, probit and con  pen etary log-log( cl og-
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log) functions. Herewe will focus on thel ogit link,wi th sm e discussion of the
probit, but everything we sayf or the logit applies equally to the other link
functi ons.

The key point to noteabout (7.3) is that, although thel eft hand side is a nonli near
transfom &on of z; t he right hand side takes the sen  efom as that of (7.2) for

continuous y i.e. itislinear intem sof the paren ders f,and f,a nd the level 2

residuals y Therefore this sm ple random intercept m akl for binary wan be
extended in the sen e ways that we considered inModule 5f or continuous y

induding the addition of further explanatory variables defined at levell or 2,
cross-level interactions, and randm dopes (coeffid ents).

Random intercept logit model

Inalogitm odel A 7 is the log-odds that y=1 (see C6.3.2), so(7.3) becm es

log[ %y J: Bo+ Bxy+u, (1.4
1-7x,

ij
where u; - N(0,07).
Interpretation of S, and p,

Pois interpreted as the log-oddst hat y= 1 when x= 0 and u= 0 andis referredto

as the overall intercepti n the linear re ationshi p between the log-odds and x |f
we take the exponentid of j,, exp( 5,), we obtain the oddsthat y =1 for x= 0
and = 0.

As inthe sindelevelm al, f,isthe effectof a 1-unit change in xon thel og-
odds that y= 1, butit is nowt he effect of xafter adjusting for (or holdng
constant) the group effect u If we are holding uconstant, then we are looki ng at
the effect of xfor individuals withinthe sam egroup so f£,is usually referred to as
a cluster-specific effect In C7.3 we will con pre this d uster-specific effect with
the effectof xaveraging across groups (the population-average effect. These

effects aree qual for a m Utilevel continuous response m add, so that in Modul e 5
we m ae no distinction bet ween then ,but they will not be equal for a generalised
linearm Wtilevelm a#l (unless o2 =0).

As in a single-level logit m adl, exp(5,) can be interpreted as an odds ratio,
con p@ring the odds that y= 1 fort wo indviduals (inthe sen  eroup) with xval ues
spaced 1 unit apart.

Interpretation of u;

W lile g,is the overal intercept in the linear reationshi p bet ween the log-odds
and x thei ntercept for a givengroup jis g, +u;which will be higher or lower
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than the overall intercept depending on whether ujis greater or less than zero. As
inthe continuous response case, we refer to ujas the group (randm )effect, group

residual, or level 2 residual. The variance of the intercepts across groups is
var(u;) = ol, which is referred toas the between-group variance adjustedf or x

the bet ween-group residual variance, orsim py the level 2 residual variance.
(Qiite often ‘residual’ ism itted and we say ‘level 2 variance’, but ren eber that
if the m abl containse xplanatory variables then oZisal ways the unexplained

level 2 variance.)

W ecan obtain estin  &es of ut hat can be plotted with confidence intervals to see

which groups are significantly below or above the average of zero (a caterpillar
plot). These estm des areinterpretedinthe sen eway as for conti nuousr esponse
m aks (see C5.1.2 and C5.2.2); the only difference is that ina logit m del they
represent group effects on the log- odds scal e.

In analysing m Utilevel data, we are often interested in the am ant of variation
that can be attributed to the different levels in the data structure and the extent
to which variation ata given level can beexplainedby explanatory variables. In
Module 5 (C5.1.1) wem & the wariance partition coefficientwh ich m esures the
proportion of the total variance that is duet o differences bet ween groups. There
is no unique way ofdefining a VPC for binary data, but wes hall consider one
approach in C7.2.4. (The problen is analogous to the difficuty in defining R ¥or
bi nary data - see C6.4.)

Predicted response probabilities

As inthe singl e-level case, we can re-organise (7.4) to obtain ane xpressionf or the

response probability:

_ exp(f, + pix; +u;)
1+ exp(f, + Bix; +U;)

(7.5)

ij

(See equation (6.10)i n C6.3.2f or the singdelevelv ersion, i.e. without group
eff ects.)

W ecan calcu ate the predicted response probability for individual i n group jby
substituting the estim &es of f£,, B,and uo btained frm the fitted m akas

fdlows:

exp(ﬂAo + :81xij + aj)

- 1+eXp(ﬁo +B1Xij +0j) '

7Ty

W ecan also m &e predictions for ‘ideal’or ‘typical’ indviduals with specific
com  Inations of xvalues, but we also need to m &ea decisionon what value to

substitute for y W enill dscuss predicted probabilities in C7.4.
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Example: Between-state variation in voting intentions in the
us

W eillwstrate the application and interpretation oft he randm intercept logt
m akl (7.4) inan analysis of voting intentions in the 2004 US general el ection. A
two-level m aid is used to allow for correation between voting intentions of
indvidualsliving in the sen estate, and to explore the extentof between-state
variationin voting intenti ons.

Null model (without explanatory variables)

Table 7.1 shows the results fron fitting a multilevel logit m akd for the probability
of voting for Bush wi th state randm effects but noe xplanatory variables. This

‘nul’ m afl issm dn areferred to as a variance com pnentsm  add. The odds
of voting Bush for an ‘average’ state (Wth u;= 0) areestm dedas exp(-0.107) =

0.90, and the corresponding probabilityis 0.9/(1+0.9) = 0.47.

Table 7.1. Multilevel logit model for voting Bush, with state effects, US 2004

Parameter Estimate Standard error
B, (Constant) -0.107 0.049
o (Between-state variance) 0.091 0.023

The bet ween-state variance in the log-odds of voting Bush is estm ded as 0.091
with a standard error of 0.023. There are various ways that we m ight test the
significance of the bet ween-state variance, and thea pproaches available to us
depend ont he algorittn usedt o fit the m ad. W ediscuss algorithm sand
software inC7.7 and in the Technical Appendix. |deally we would use a likeli hood
ratio test (as in the continuousr esponse case), butt his option is only availabl e
when m aim m likelihood estin ation is used. Because the estim des inTable 7.1
were obtained using a quasi-likelihood procedure?, we will use a W ad test. The
W ddtest was described in C6.5.5 for testing coefficients inasinglelevel m aid,
but it can be used tot est hypotheses about any m a#l paren der. W tenused to
test a hypothesis about a variance parm eter (e.g. the bet ween-state variance),
the test iscrude because it depends ont he questionable assm fion that the
variance estim de isnom dly distributed.> Nevertheless, it will give ussm e
ind cation of the strength of theevidence for state effects. The W adtest statistic
is the square of the Z-ratio, i.e.(0.091/0.023) = 15.65 which iscon  predwith a
chi-squared distribution on 1 degree of freedm ,giving a p-value less than0. 001.

2 Second order penalized quasi-likelihood (PQL2) - see C7.7 and the Technical Appendix for details.
3 We are referring here to the sampling distribution of the estimated variance. Imagine taking
repeated samples of respondents within states, and fitting a multilevel logit model to each sample.
You will get a different estimate of the between-state variance each time. The distribution of this
variance estimate across samples is the sampling distribution which, in a Wald test, is assumed
normal. The sampling distribution of a variance estimate is in fact positively skewed (the right tail
of the distribution is longer) because variances must be greater than zero. The Wald test performs
particularly poorly when the level 2 variance estimate is close to its boundary of zero.

Centre for Multilevel Modelling, 2009 7

Module 7 (Concepts): Multilevel Models for Binary Responses
C7.1 Two-level Random Intercept Model for Binary Responses

W etherefore conclude that there is significant variation bet ween statesi n the
proportion who intend to vote for Bush.

Another issue to consider when testing variance param ders is that variances are
by defirition non- negative. Thenull hypothesis is that o2 =0, but the alternative

hypothesisi s one-sided (o2 >0) rather than two-sided (¢ #0). One suggested

approach to the problen is to halve the p-value obtaned from con pring the
likelihood ratio statistic with a chi-squared distribution (see Snijders and Bosker
(1999, Section 6.2) for a discussion). Note that the above applies tot ests of

variance paren éers inm Utlevel m alds for any type of outcon evariable, not
just binary y

clis the between-statev ariance in the log-odds of voting Bush, but it is difficut
to assess the size of the state effects when using thel og-odds scale. |nstead we
can calcu ate predicted probabilities of voting Bush, using (7.5) withno xvariabl e,
assm ing different values for the state effect y; W kave already calcuated the
predicted probabilityf or an ‘average’ state with u= 0. Under the assm fion that
ujf ollow anom & distribution,we woul dexpect approxin ddy 95% of states to
have a value of uwi thin 2 standard deviations of the m an of zero, i.e. bet ween

approxm &y —26, =-24/0.091=-0.603and +0.603. This type ofi nterval is

sm d¢n ealled a overage interval Substituting in(7.5) these values for uand
our estm &efor B, from Table 7.1 we obtain the fdlowi ng predictions.

For astate 2standard deviations bd owthe m an
exp(-0.107 — 0.603) 0.33

1+ exp(-0.107 — 0.603)

>

For astate 2standard deviations above the m an:
_ exp(-0.107 +0.603) 0.62
1+ exp(-0.107 +0.603)

»

W ewould therefore expect theproportion voting Bush to lie bet ween 0.33 and
0.62 in them idd e 95% of states.

W enow exen ineestim des of the state effects, 4;, obtained frm t he nul model.

Figure7.11is a ‘caterpillar plot’ with the state effects shown inrank order together
with 95% confidence intervals. This plot is interpreted in the sen  eway as for a
continuousr esponse m al (seeC5.1.2), but the level 2 residuals are now state
effects on the log-odds scale. As before, a state whose confidence interval does
not overlap the line at zero (representing the m an log-odds of voting Bush across
all states) is said to differ significantly from the average at the5% level. | n this

case, m ay of the confidence intervals include zero and there are no obvious
outliers wi th especidly large 0;. The threestates with the lowest probability of

voting Bush (largest negative val ues of Elj) are W ahington DC, Rhode Island and

Massachusetts, whilet he three with the highest response probability( | argest
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