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Practical 2 for SAE workshop 

The following document is likely to become the LEMMA materials practical using StatJR for Small 

Area Estimation. There is too much material here for the remaining workshop time but we felt it was 

better to give you more material along with the memory stick so that you can try out all 3 examples 

in your own time after the workshop. For today we suggest you work through the practical as far as 

you can with our support and then work on the rest if you wish in your own time. 

Small Area Estimation Practical using Stat-JR 

This practical describes the functionality in Stat-JR for fitting Small Area Estimation (SAE) models and 

complements the Concepts and R practicals for the Small Area Estimation LEMMA module. In this 

practical we will use 3 data examples to illustrate some aspects of small area estimation. The first 

‘Toy’ example will use the tutorial dataset which is an education dataset with pupils in schools and 

will be used to illustrate some of the general principles of small area estimation in a non-standard 

setting (where the areas are in fact schools). The second example is the eusilc dataset which is a 

more standard example where interest is in the average income in a series of geographical ‘small’ 

areas. It will be used to show an application of small area estimation on a larger dataset and also to 

illustrate the use of transformations (in this case the Box-Cox transform) in small area estimation. 

Finally the third example is the simulated voteleave dataset where interest lies in whether people 

will vote to leave or stay in the EU based on a sample of voting intentions from an exit poll and here 

this example is used to illustrate another typical usage of small area estimation but in particular to 

illustrate how small area estimation translates to other response types, in this case binary. 

In this practical we will illustrate two interfaces into Stat-JR. We will first use the TREE interface to 

run the templates that have been written to do the SAE modelling directly and then we will show 

how these templates along with other existing templates have been combined into an eBook that 

can be used using the DEEP eBook interface to Stat-JR. We will begin with example 1. 

 

Example 1 The tutorial dataset 

The basic idea behind small area estimation is to estimate aggregated values of a variable at the 

level of a series of “small areas” e.g. what is the average income in each of a series of geographical 

subareas in a large dataset (see the second example) or what are the likely voting intentions and 

thus voting outcomes in each of a set of constituencies (see the third example). Here we begin with 

an example where actually the “small areas” are not areas but schools and this illustrates in fact that 

the term ‘small area’ is simply used to refer to groupings of observations into clusters – very much 

like higher levels in multilevel models.  

We will here use the tutorial dataset that is commonly used in examples from our research centre 

and contains the results of 4,059 students from 65 schools in exam scores taken at age 16. In SAE we 

normally have 2 datasets – a census or population dataset which contains some variables (but not 

the variable of interest) for all observations in the population of interest, and a survey or sample 

dataset which contains the same variables as the population dataset for a subset of observations 

from the population with in addition the variable of interest. 

For illustration purposes here we are going to assume that the population is in fact the 4,059 

students that are present in the tutorial dataset but that we have a roughly 10% sample dataset, 

tut_smp of 400 students. A possible scenario in education is that some form of intervention has 

been carried out for this sample and their exam scores are known but we are interested in finding 
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out what the impact of the intervention might be for all pupils and what the average effect would be 

for each school.  

Such data would be collected for real in the UK by for example projects funded by the Education 

Endowment Foundation (EEF) that looks at the effect of various school-based interventions. Often 

when people test for the impact of the intervention the scores on standard tests/exams are used. 

So here we will look at our example:  

Firstly we need to start up Stat-JR TREE so insert your memory sticks in your machine and in the 

home directory of the stick you should find a short cut to TREE.exe which if you click on it you should 

find that Stat-JR TREE starts up in your web browser. 

We now need to change dataset so click on Dataset and Choose and select tutsamp from the list as 

shown below: 

 

Now click on Use and this dataset will be selected. If we wish to view the dataset then choose View 

from the Dataset menu and we get the following in a fresh tab: 
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Here there are a large number of variables including the variable that we are interested in which is 

called normexam. This is the total points score across the GCSE exams for these students but it has 

then been transformed by a normalising transformation i.e. the scores have been translated after 

sorting to the equivalent quantiles of a standard normal distribution which means it should follow a 

normal distribution with mean 0 and variance 1 (actually in practice this was done for the 4,059 

students rather than the sample of 400). 

Now we also see potential predictor variables for this outcome but here we will use just two: girl 

(which is a born-sex related binary variable taking values of 1 for girls and 0 for boys), and standlrt 

(which is an intake Reading test score for the students). The idea therefore would be to create a 

model that relates the normexam scores to these 2 predictor variables (as well as school) and then 

use this model to predict scores for the 3659 students who are not in the sample. In practice we 

often cannot identify which specific observations are in the sample so we actually predict scores for 

all 4,059 students. 

To fit the model we can use the template 2levelSAEMCMC which we can select by returning to the 

original tab and clicking on Template and Choose and selecting from the list thus: 
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Clicking Use, we can then fill the inputs in as follows: 
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Here we see that we have chosen normexam as our response variable of interest and told Stat-JR 

that we wish to fit a Normal response variable to an untransformed (choice None) response. We 

indicate that the small area indicator (Level 2 ID) in this case is school. We then tell Stat-JR which 

predictor variables to use in our small area estimation model which here is cons, standlrt and girl. 

Here cons is a column of 1s and is used to indicate we wish an intercept in the multilevel regression 

model used within the SAE modelling. Small Area Estimation models are often used with salary data 

(see example 2) and so the template can construct various poverty/inequality indices but here as we 

have an education example we say not to calculate them. The template in Stat-JR allows parallel 

processing to speed up the MCMC estimation so here we will indicate 6 for the number of cores to 

use which will be the default in other templates we use later. There are then several estimation 

inputs which for now we will use the default values for by clicking on Next twice and typing out for 

the name of the output file to use.  
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All being well the input string given after the inputs in the current input string box will be as follows:  

Current input string: {'povind': 'No', 'L2ID': 'school', 'popdata': 'tutorial', 'burnin': '500', 'D': 

'Normal', 'outdata': 'out', 'defaultalg': 'Yes', 'transform': 'None', 'numproc': '6', 'thinning': '1', 

'nchains': '3', 'ineqind': 'No', 'iterations': '2000', 'y': 'normexam', 'x': 'cons,standlrt,girl', 

'makepred': 'No', 'seed': '1', 'defaultsv': 'Yes'} 

If we then click on Run then Stat-JR will run the model with these inputs. This will involve compiling 

the code to fit the model, fitting it using MCMC estimation and producing small area estimates. 

When the model has finished running the screen should look something like the following (if you 

scroll to the bottom): 

 

You will see that to the right at the top it says Ready with a time in seconds and this indicates that 

the model running has finished and how long it took. At the bottom of the screen is a pull-down list 

of the objects created by the template with one chosen – in this case equation.tex which shows the 

model that was fitted to the sample dataset. We can now view some of the other outputs to see 

what has actually happened in this template so if you click on the pull down list there are lots of 

outputs but if you choose yj_mean_0.svg you should (after a short pause for compilation) see the 

following: 
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Here we see some MCMC estimation diagnostics for the estimate of the mean of the first school (the 

template counts from 0 rather than 1 when numbering the schools). Essentially the template fits a 

model to the 400 pupils in the sample dataset and uses MCMC estimation which consists of a series 

of random draws for parameter estimates (from their appropriate posterior distributions) for each of 

a series of iterations. At each iteration the template then in addition draws an exam score for each 

of the 4,059 pupils in the larger population dataset. For this first school there are 8 pupils who 

happen to be in the sample dataset and 73 in the population dataset. So at each iteration the 

template is generating scores for the 73 pupils and then it uses these marks to create small area 

(school) estimates. So in the plots above we can see in the top left plot 2000x3 estimates (due to the 

MCMC running 3 chains in parallel each for 2,000 iterations) of the average score for the first school. 

We see that for this school the average score is more often positive although as shown in the Kernel 

density plots to the top right there are quite a few occasions when the average is predicted to be 

negative. 

To better interpret this an estimate that is positive reflects a school where on average pupils do 

better than the average pupil in the population and negative means the school does on average 

worse than the average of the population. So for this school our estimate is positive meaning better 

than average but we are not 100% confident that this is true as for a percentage of iterations the 

estimate is negative. These MCMC diagnostics plots are perhaps not the best route to looking at the 

estimates and so if we scroll down the list (or type the first letters of the name into the pull down 

list) we will find the output ModelParameters which we can choose and which looks as follows (if 

we scroll down the list a bit): 
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Here we can see the long list of model parameters and  for each 3 summary columns, the mean 

which is a point estimate for the parameter, the sd which is the posterior sd, a measure of the 

variability in the point estimate and an estimate of the standard error of the parameter and the ESS 

which is a diagnostic indicating whether the MCMC estimation has been run for long enough (with 

larger values being better). 

Here we see that the estimate for the first school (yj_mean_0) is 0.317 with an SD of 0.238 i.e. we 

have the positive effect we saw in the diagnostic plot but as the estimate is not bigger than 1.96 

times the SD then this effect is not significantly different from 0. The second school (yj_mean_1) has 

an estimate of 0.501 with an SD of 0.253 so again the estimate is above average but just about 

significant in this case. As we look down the first 12 schools we see that 7 have positive effects, 5 

have negative but only school 6 (yj_mean_5) has an effect that is clearly statistically different from 0. 

This is perhaps not so surprising as we have data on only 400 children overall in our sample so we 

might expect quite a bit of uncertainty.  

Within this ModelParameters output we can scroll down and find other small area statistics for our 

schools. So here we have scrolled down as shown in the screen shot next until we have come across 

the estimates for the 10th percentile for each school. These are estimates of the mark below which 

we would expect to find only 10% of children in the school and above which we would find 90%. The 

template constructs these estimates by at each iteration taking the estimated scores for all the 4,059 

children and for each school taking its children’s score sorting them and finding (often with some 

interpolation) the score that is in the 10th percentile position.  
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Here perhaps unsurprisingly we see negative values for all schools as it would be an unusual school 

that had 90% of its children doing better than the national average. The closest of the schools here is 

school 6 (yj_q10_5) which has a 10th quantile estimate of -0.246 which is only slightly negative.  

There are many other small area statistics that are calculated but at this point you are perhaps 

wondering why you are having to look at such an untidy output object and why we have not 

improved on this output. In fact this template, 2LevelSAEMCMC, is something of a building block and 

we have improved outputs in a second template called SAEModel.  

Using the SAEModel template 

One feature of Stat-JR is that we can use templates as building blocks to produce further templates. 

The 2LevelSAEMCMC template is a powerful template in terms of flexible model fitting but is 

primarily designed for just the model fitting. We are therefore now going to move onto a second 

template called SAEModel which is a type of template that we call a “super” template in that it calls 

other templates from within its code and pieces the outputs together. In this case SAEModel will call 

2LevelSAEMCMC to do the model fitting but then will do some work to make the outputs more 

intelligible. This template has primarily been developed to be used within the SAE eBook that we will 

come on to later when we discuss the DEEP interface to Stat-JR. 

To get started we need to switch templates so click on Templates and Choose and select SAEModel 

from the list 
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Clicking on Use will allow us to now use this template and specify inputs for it. The screen will 

initially look as follows: 
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Here you will see that some inputs have been filled in for us and it is the case when templates share 

the same input names as each other that they are transferred across. We will here have to fill in the 

ones that are missing and one distinction here from the last template is that this template will 

automatically add an intercept into the model so we do NOT add cons in the predictor list. So now 

we fill in the missing inputs as follows: 
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When this is done we click on Run and we can wait for the model fitting to be executed. This will 

finish when the counter to the top right changes to Ready with an execution time. We can next scroll 

to the bottom of the screen and see what outputs this template produces. 

First if we select prediction_summary from the list we will see the following: 
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Here we see the results for the different schools (and this list now uses the actual codes of the 

schools rather than a list starting at 0). In the Name column if the dataset had names we would see 

them here (see the second example later) but here we simply have the numbers converted to names 

e.g. school==1. There are then 4 columns of small area statistics, the third column population mean 

is one that we have seen already and happily we see the estimated value of 0.317 for school 1 we 

have seen earlier. The column to the right, population sd is as it suggests an estimate of the standard 

deviation of scores in school 1. Note this is different from the posterior sd for the mean we saw 

earlier which is in fact an estimate of the standard error of the mean and NOT the standard 

deviation for the school. 

The two columns on the left are useful comparisons and are alternative estimates that are derived 

direct from the sample data. In other words the sample mean is simply the mean of the data 

observed in the sample and the sample sd is the standard deviation of the data observed in the 

sample. To see this more clearly we can scroll down and look at some of the later schools: 



 

14 
 

 

Here we see for school 35 that the estimated SD is 0 and this occurs as we only have 1 pupil in the 

sample for this school. Even worse we see no estimates for school 44 and this is because there are 

no pupils at all in the sample for this school. Here we see a clear advantage therefore of the model-

based small area estimation approach in that we can borrow strength from the relationship between 

predictors and the response in the sample as a whole to construct small area estimates for schools 

that are not in the sample. So in this case although we have no responses for school 44 we do have 

predictor variables (gender and standlrt) for this school and these allow us to predict that the school 

is likely to have an average score that is below average. We can also look at schools where the 

sample and population estimates are very different for example school 34 where the sample data 

gives a large negative estimate of -1.346 whilst the model gives an estimate of -0.620 which is closer 

to 0. In fact only 3 of the 26 pupils in this school are in the sample and these 3 have scored less on 

average than the other 23 (and if we had access to the scores for all 26 pupils the average is -0.371). 

We’ll look at this in more detail later. 

The SAEModel template has a small group of outputs which are constructed from the parameter 

outputs in the 2LevelSAEMCMC template. If we next look from the pulldown list at sae_mean.svg 

and click on the Popout button to put it in a new tab we will see the following: 
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Here we see the (mean) estimates for all 65 schools along with confidence intervals for each 

estimate. For the first school we can see the mean estimate is 0.316 as in the earlier template with 

an SD that results in a confidence interval that overlaps with 0 as expected and as earlier the second 

school confidence interval doesn’t quite overlap with 0.   

We can also see visualisations of other small area estimations, for example the quantiles that we 

looked at earlier can be visualised in sae_quantiles.svg (and popped out) as shown below: 
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Here we see a whole selection of quantiles in different colours for the different schools. Note we 

previously looked at the 10th quantile which is to the bottom of the screen in dark blue.  

Although the graph is pretty it is perhaps hard to focus on the results for a specific school so the plot 

has a complementary table with the specific numbers, sae_quantilestable 

 

Here it is easier to focus in on specific schools which each have a row in the table so for example 

school 1 has an inter quartile range from -0.338 to 0.975. This template can produce several other 
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visualisations and tables constructed from the small area estimates but we will discuss these when 

we move on to the eBook interface later.  

The SAEPredictor template 

Before moving on to the eBook interface we will first look at one of the other SAE templates, that is 

in fact used in the SAE eBook. If you recall when we looked at the SAEModel template we observed 

that for some schools the small area estimate from the model is rather different from that from the 

direct estimate from the data. One possible reason for this may be that the children from the school 

in the sample are not typical children from the school as a whole. We can investigate this by looking 

at the data we have both the sample and population i.e. the predictors. To do this we use the 

SAEPredictor template. 

First therefore Choose this template from the Template list as shown: 

 

Now clicking on Use we see that the template inputs are all filled in apart from the predictor to 

choose so select standlrt and press Next and Run. This template produces several objects related to 

the predictor we choose but for now we will focus on the summary object. Choosing this gives us an 

output list of the sample and populations statistics for the predictor. Previously we had identified 

school 34 as one where the estimates from the modelling approach and direct approach were rather 

different. If we scroll down to see this school we see the following: 

 

Here we see that the sample of pupils for school 34 had average standlrt score of -0.566 whilst the 

larger population had average score -0.360. The sample is therefore of lower average intake score 

than the population more generally. However this is actually not as dramatically different as many of 
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the other schools. In fact it might also be that the sample simply have unusually low scores in the 

response compared to the population regardless of the predictor. 

We will end our exploration of the TREE interface here and now move onto the DEEP eBook 

interface to Stat-JR next. In reality the eBook interface is meant to be self-contained and not need 

instructions but here we will simply link what it shows to what we have learnt in this earlier section 

by looking at templates directly in TREE. 

The SAE eBook in DEEP 

The DEEP eBook interface is a second interface into the Stat-JR package which shares much of the 

underlying functionality in terms of Stat-JR templates that perform specific functions. It however 

uses eBooks that the user can write which embed the templates and the output objects they 

produce into an electronic book which wraps them in explanatory text and positions them in a 

sensible way. 

To run DEEP look in the home directory of the memory stick and double click on the shortcut for the 

file DEEP.exe 

The DEEP starting screen looks as follows: 

 

To begin with we need to Import the eBook so to do this we click on Import and then on the green 

Select an E-Book file button. In the window that appears find the file ExploreSAE.zip (from the 

ebooks subdirectory of the home directory of the memory stick) and click on Open. 

The screen should then look as follows: 
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These error messages are nothing to worry about as it is simply the software telling us we haven’t 

yet loaded up datasets on each page of the eBook (which is done when the eBook is run) so click on 

Continue Uploading and Continue. The eBook will then be loaded and appear in the list of eBooks at 

the top left. If we click on it then information about it will appear in the top right and we can then 

type a (reading process) name (e.g. test) in the bottom right as shown: 
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Clicking on the green Start reading button next will allow us to start reading the eBook which will 

appear as follows: 

 

Here we see that the eBook has 5 pages. The first page which we see is simply used to identify the 

datasets that we will use in our SAE modelling. The other pages have a logical order in that pages 2 

and 3 allow us to explore the dataset before we begin modelling. The modelling using MCMC is done 

on page 4 and then finally on page 5 we can do similar modelling using a different method using the 

EMDI package from R. We will begin by entering the datasets so as with our previous work in TREE 

our sample dataset is tutsamp whilst out population dataset is tutorial. If we input these options and 

press the green Submit button then the progress indicator (in the top left) will briefly indicate 

activity before returning to saying Finished and the screen will look as follows: 

 

We can next move onto page 2 and do some exploratory work on the response variable of interest. 

Clicking on the blue 2 will move us on to page 2 and we will see that this page first gives some 

background text as shown below. 
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We then have some boxes to fill in and we will choose normexam as the Response variable, school 

as the Common ID variable and for now 0.5 for the Lambda parameter value which is used to show 

a particular transformation later. Clicking on Submit and the rest of the page is updated to take 

account for the inputs. 

The page first looks at what proportion of the population is contained in the sample: 
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Here we see that the sample contains nearly 10% of the population. We also see that in fact 3 of the 

schools in the population have no data in the sample. This is expanded upon in the table which 

shows the relative sizes of the sample and population for each school. Scrolling down we next look 

at how important the clustering is in the response and as we see below it reports the variance 

partitioning coefficient (VPC): 

 

Here we see that 23% of the variability in exam score is due to school differences in the sample 

suggesting that multilevel modelling is important in the modelling we do later. We next look at the 



 

23 
 

shape of the response which as the data has been normalised looks unsurprisingly a good fit to a 

normal distribution. This is confirmed by a skewness statistic and if you look further down you will 

see similar plots for three possible transformations of this variable – a log transform and Box-Cox 

and Dual Power transforms with a specific value of the lambda parameter in each case (0.5 which we 

input). We will omit showing these here for brevity in particular as the data on the original scale 

looks reasonably normal. 

We will next move onto page 3 of the eBook which allows us to explore the potential predictor 

variables in more detail. So click on the blue 3 and you will be taken to the following screen: 

 

Here we get some instructions and we need to again input the Common ID variable (school) as well 

as this time a chosen Predictor variable for which we will start with standlrt. This page actually sits 

on top of the SAEPredictor template we discussed earlier and thus the outputs on this page come 

from that template. If we click on the green Submit button the page will now be populated with 

outputs that refer to these inputs. 

For predictor variables we have data for both the sample and population so we can look at how 

representative the sample is in several ways. To start with we look at the whole datasets as shown 

below: 
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Here we see two histograms, one for the sample and one for the population which don’t look wildly 

different. To aid in comparison we next superimpose one on the other: 

 

Here we can see strong overlap between the sample and population we also see in the box below 

that in both the sample and population there is clustering of the predictor within schools with 

schools explaining 9% of the variability in each case. We next look at summary statistics for each 

area: 



 

25 
 

 

 

Here we see the differences in mean and sd between the sample and population as we saw earlier 

only now the data has been tidied up and rounded to 2 decimal places. Finally we also show the 

distribution of the data for each school both in the sample and population in a stacked boxplot 

shown below: 

 

Here we see the degree of overlap for each school with sample data in pink and population data in 

green. We can also see for example that school 63 only has 1 data point in the sample while school 

54 doesn’t have any. 
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MCMC Modelling in the eBook 

If we now move onto page 4 by clicking on the blue 4 at the top of the screen we finally begin the 

SAE modelling properly. This page in effect sits on top of the SAEModel template we looked at 

earlier and all outputs will come from that template. The page initially requires a series of inputs and 

these should be input as follows: 

 

Here as you can see to the top left on clicking submit for the last input the eBook begins running the 

code (Python_script) to do the SAE modelling. This will take a while compared to the computation on 

earlier pages and you will need to be patient at this point. When estimation is complete the 

indicator in the top left will change to indicate this though because the SAEModel template does 

several operations including the model fitting you will observe the page will update in stages while 

the script is still executing so for example the equations and estimates of the model being fitted to 

the small dataset are shown first: 
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Here we see a positive effect for standlrt (0.585, with a very small SD (0.038)) indicating that the 

earlier London Reading test is a very important predictor of exam score. We also see a positive effect 

for girl which indicates that girls do on average 0.144 points better than boys. This model will then 

be used to predict exam scores for all 4,059 pupils for each iteration. When the model finishes 

running we also observe some residual plots to assess model fit but we ignore these for now and 

scroll down to look at the small area estimates.  

We can first see the mean and sd estimates, both directly from the samples and based on the MCMC 

modelling as shown below: 
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These estimates we have already seen earlier when we looked at the SAEModel template and the 

only difference here is that the table has been tidied up by reducing the number of decimal places. 

We next look at boxplots produced by each method which allows us to compare estimates from the 

modelling to the samples we had originally. 

 

The page continues with several more plots and tables including the error bar plots for the means 

and then the plot and table for the quantiles all of which we saw earlier when we looked at the 

SAEModel template.  

You might like to think about other possible predictors e.g. school gender, VR band that are available 

and what impact they have on the modelling we have done here though you will need to specify that 

they are categorical when you add them as predictors. 

Modelling using EMDI 

On page 5 we can look at an alternative modelling approach using a software package called EMDI 

which is run within the R package. Stat-JR has interoperability functionality which allows it to directly 

call the EMDI package in R and bring back the outputs. We will do this next by clicking on the 5 to 

turn to page 5 and to specify the inputs as follows: 
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As you can see we use the same inputs here although the names are sometimes slightly different. 

When we click on Submit you will see that the top left progress indicator now says Running R_script 

to explain that it is calling R in the background. If you haven’t previously used emdi in the R installed 

on your machine then it may take a while to install all the required packages which Stat-JR does in 

the background. The outputs begin with some diagnostic plots: 
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Here you can see a plot of model fit. EMDI is showing how good a fit the normal model is to the data 

at both levels of the multilevel model in two separate plots. There are also some QQ plots to also 

look at model fit before some of the more familiar outputs like the table of sample of population 

estimates shown below: 
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Here you might like to compare the (population) estimates given on this page with those from 

MCMC on page 4. They will not be identical as the two approaches used are different but there 

should be similarity in the patterns shown. This page then continues with various plots for the 

means and quantiles which again you can compare with the MCMC approach. We will leave you at 

this point to explore the eBook in more detail, after all the eBook is meant to be self-contained and 

instead we will move onto a second SAE example. 

Example 2 - The European Union Statistics on Incom and Living Conditions – Austria (EU-SILC A) 

dataset 

As mentioned previously our first education-based example was a slightly less common use of small 

area estimation. In most applications of SAE the areas are generally geographical areas (as opposed 

to schools) and the population is the whole population in those areas whilst the sample is some form 

of census for a smaller group of people from this whole population. The EU-SILC Austrian dataset is 

the example that is used in the vignette document (Kreutzmann et al. 2018) that was written as 

documentation for the emdi package. The original (full) EU-SILC data comes from a household survey 

and there are 8.8 Million people in Austria with Austria split into 94 districts which play the role of 

small areas. The data that we in fact use is simulated and originates from the R package simFrame 

(Alfons et al. 2010). Here we have a (reduced) population dataset, eusilcA_pop of 25,000 people and 

a smaller sample dataset, eusilcA_smp of 1,945 individuals. As with example 1 the sample dataset in 

EU-SILC contains individuals from some but not all of the small areas in the population. The 

motivation behind the EU-SILC example is to look at income across Austria and in particular income 

inequalities and poverty rates. This is an application area that often uses SAE methods and our 

variable of interest will be (equivalized) household income – a household income adjusted for size of 

household. The dataset contains several predictor variables like the household size, the gender of 

the person sampled and various benefit type measures like unemployment, old age, sickness etc. 

that can be used to predict the income.  

There are two main motivations for using a second example here which cover features that were not 

present in the first example. First, the response variable, normexam that we used in example 1 had a 

symmetric distribution that was clearly normally distributed. In this example household income has 

by no means a symmetric distribution and so we will need to transform the variable of interest prior 

to fitting models to it. Second as we are interested in poverty and inequality there are a broader 

selection of summary measures that we can estimate for each small area. 

We could of course repeat the structure of example 1 and work our way slowly through several 

templates using the TREE interface but here we will jump straight to the DEEP interface. So we start 

by bringing up the DEEP interface (if you are proceeding on from the last section then simply click on 

the white Stat-JR:DEEP in the top left to return to the opening screen). Assuming you have already 

looked at example 1 in DEEP then the opening screen should look as follows: 
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Here we see that the eBook for Small Area Estimation is still listed in the list of eBooks and we can 

click on it type in a new reading process name e.g. eusilc in the box towards the bottom right and 

click on the green Start Reading button. Here once again we are greeted with the 5 pages and we 

can on page 1 select the appropriate datasets as shown below: 

 

Now we click on the Submit button and move on to page 2 where we will explore the (response) 

variable of interest, eqIncome. On page 2 we can choose this response and note that the Common 

ID variable i.e. the variable that indicates the small areas is district. We also need to input a lambda 

value and here we will try 0.6. 
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We can now click on the green Submit button and observe the outputs that this will generate: 

 

So initially we get confirmation of the population and sample dataset sizes and that we have slightly 

under 8% of the population in the sample with individuals from 70 of the 94 areas. Unlike the first 

example the areas have been given actual names so we can see them in the table above and in fact 6 

of the first 8 areas have no individuals in the sample whilst the other 2 have approximately 10% in 

the sample. In fact the (simulated) sample design appears to be to choose a sample of areas (in this 
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case 70 of the 94) and for each area chosen sample approximately 10% of the population. If we scroll 

lower down we see information about the VPC and a plot of the response: 

 

Here we see that the small areas in this example have greater differences than the schools in 

example 1 with 40% of the variability in eqIncome being attributed to small area differences. The 

graph below shows perhaps a typical income distribution with a skew to the right i.e. some 

households earning far more than the majority. This will suggest that we will need to transform the 

variable when we come to do our SAE modelling. The page next shows possible transforms so below 

we see the log transform: 
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This does a reasonable job though seems to end up with a few low values now and thus a skew to 

the left. The second possible transform is the Box-Cox transform (with fixed parameter lambda that 

we have set to 0.6 and is shown as follows: 

 

Here we see that the transform has reduced the skew though the histogram is not perfect. It is 

worth remembering when we come to modelling that it is the residuals after fitting models that 

should be normally distributed rather than the response per se though of course having a symmetric 

response is helpful. We will in a little while select the Box Cox transform as our choice but when we 
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do that the value of lambda will be modelled rather than fixed to 0.6 as we see here. The page also 

gives a third transform for completeness, the Dual Power transform but the modelling on pages 4 

and 5 does not allow us to choose this transform so we will ignore it here. 

If we move on to page 3 we can again look at the distribution of the possible predictor variables 

within both the population and sample. Feel free to test this out for various predictors as in our 

modelling we will include ALL predictors from gender through to tax_adj. As an example we have 

chosen the variable, eqsize (with Common ID variable district) and we can see the distribution as 

follows: 

 

The main things to note here are the somewhat unusual shape of the distribution but that in 

practice the shape is very similar for both the population and the sample and this can be seen again 

in the later plot where both histograms are superimposed on each other. There are various plots and 

tables later in the page and we show a screenshot below: 
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Here we can see that perhaps unsurprisingly district doesn’t explain much of the variation in  

household size with the VPC of 1% and 2% for population and sample respectively. Also for the 2 

districts shown that have sample data, the summary statistics (mean and sd) are rather similar. 

We will leave you to look at the other outputs and indeed the other possible predictors and now 

move on to page 4 and some modelling and set the inputs as shown: 
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Here we start with selecting the response, eqIncome and Normal distribution and then we chose the 

Box-Cox transform. Here we select that the Lambda parameter will be Modelled which means that it 

will be treated as a parameter in the MCMC algorithm and thus be updated at each MCMC iteration. 

We see the long list of predictor variables that we have chosen (from gender down to tax_adj) as 

well as that we have requested to calculate both poverty related and inequality related quantities. 
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You will also see that a threshold value is asked for with choices of Automatic or Manual. This 

threshold is used in the poverty related measures to represent a poverty line and work out statistics 

based around this. If Automatic is chosen then for this dataset the value 10885.33 is used which is 

60% of the median equivalised income as is used in Kreutzmann et al. (2018). The MCMC inputs are 

finally asked for which we have been left at their defaults. 

Having completed all the inputs and clicked on Submit we have to wait a little longer than example 1 

as the dataset is bigger, has more predictor variables and modelling the lambda value and Box-Cox 

transformation adds to the computation.  

If we now look at the outputs on page 4 we can scroll past the model equations and next see the 

model parameters: 

 

Here you will see after the 15 beta coefficients for the intercept and predictors and the 2 variances 

then we have also the estimated lambda (lamb) which takes value of 0.42 but note that here we are 

looking at the best value when accounting for the predictor variables. One thing to watch is the 

effective sample size (ESS) for this parameter is rather low at only 8 as is the ESS for the intercept 

and so we should really run the MCMC for more iterations. Here we therefore click on the blue 

change next to Number of iterations and change the 2000 to 20000 before pressing the Submit 

button and waiting again this time slightly longer for estimation.  

The estimates now should refresh and look as follows: 
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If we scroll further we can see the sample (direct) estimates and population (model-based) estimates 

as shown below for a selection of districts: 

 

It is worth observing that there are sometimes large discrepancies between the 2 estimates for a 

district of the order of thousands of Euro but in general the pattern across districts is similar for the 
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2 estimates i.e. those districts with larger sample estimates (eg. Korneuburg) have larger population 

estimates and one advantage of the model-based approach is we gain estimates for districts with no 

sample data.  

The page contains many tables and graphs and these are explained in the text accompanying them 

so we will here simply show the final table which includes both the inequality and poverty indices: 

 

Here we see each of the four indices (which are presented graphically earlier on the page) along with 

their rank (with rank 1 being the smallest value and rank 94 the largest). The first two indices are the 

Gini coefficient (Gini) and the income quintile share ratio (QSR) which are more general inequality 

measures that do not rely on a predefined poverty threshold but instead look at the shape of the 

income distribution. The Gini takes values from 0 to 1 where the larger the value the greater the 

income inequality and so a Gini value of 0 would mean all individuals earning equal income and a 

Gini value of 1 would mean 1 individual earning all the income in the area. For the 12 areas we see 

above the Gini estimates range from 0.18 to 0.29 with in fact the largest value in an area (Eisenstadt 

(Stadt)) with very little poverty but presumably a few very high earning individuals. The QSR 

compares the average earnings of the top 20% of earners with the bottom 20% of earners within a 

district as a ratio. Here we see this ranges for these 12 areas from 2.55 to 4.70 (with Rust (Stadt) not 

estimating) in other words in the area with the largest value (again Eisenstadt (Stadt)) the top 20% 

earn nearly 5 times as much on average as the bottom 20%. 

The second pair of indices are the headcount ratio (HCR) and poverty gap index (PGI) which both 

relate the data to the threshold input by the user. The HCR is simply the proportion of the 

population in each small area that are is poverty so for example Eisenstadt-Umgebung is estimated 

to have only 3% in poverty whilst Jennersdorf has 33% of its population in poverty. The PGI looks in 

more detail at how far below the poverty line on average (as a percentage of the poverty line) 

people’s incomes are and again larger values mean worse poverty problems. 
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We have here only scratched the surface of the outputs that the eBook produces so please feel free 

to look in more detail at the other plots and tables. You might also investigate what the impact of 

fitting simpler models with less predictors on the outputs here. 

We can finally turn to page 5 and fit the same models using emdi by filling in the inputs as follows: 

 

Here we see that the inputs are generally the same as we use for the MCMC method. Upon choosing 

all the inputs then we click Submit and as you see in the top left corner above the eBook runs the R 

script.  

If we consider the outputs there are first once again some outputs that look at the normality of the 

residuals via comparative density plots and QQ plots and then this is followed by a plot regarding the 

estimation of the lambda parameter for the Box Cox transform as shown below: 
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As explained emdi tries a selection (grid) of values for lambda and finds the one that maximises the 

likelihood. Here emdi estimates an optimal value of 0.6 which is slightly different to MCMC where it 

took value 0.58. 

As with MCMC we get model-based (population) estimates from emdi as shown below: 
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Here we see the emdi estimates compared to the sample (direct) estimates and observe that again 

the model-based and direct approaches do vary at times in order of 1000s. For example we see that 

the direct mean estimate for Korneuburg is 28920.37 whilst emdi estimates the mean income as 

25,629.50. For further comparison the MCMC model-based estimate is 25,507.75 which is much 

closer to emdi than the direct estimate.  There are subtle differences between the two approaches 

which may explain the estimate differences  

As with the MCMC estimation there are many further equivalent outputs for emdi that can be 

interrogated so for comparison here is the equivalent table of inequality and poverty indices as we 

saw for MCMC.  
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Here the order has changed but we can see similar patterns for example the area Eisenstadt (Stadt) 

again has  the highest Gini score and QSR of all districts with valid values though the values are 

slightly different with a Gini of 0.29  and a QSR of 4.88 compared with 0.29 and 4.70 respectively for 

MCMC.  

We will finish this example here and move on to a third example that illustrates the use of Small area 

estimation in the situation where the variable of interest is binary. 

Example 3 – Voting Leave in the UK Brexit debate. 

One of the most common binary or categorical variable uses of small area estimation is within 

politics when we consider voting intentions and try to predict the outcome of elections based on 

polls. Here the idea is that prior to an election polling companies canvass the voting intentions of a 

sample of the population and then use this information along with a model relating the voting 

intentions to demographic factors to predict how all of the voters not in the sample will vote. 

We have for the purposes of this practical created a simulated (but realistic) dataset for voting 

intentions in the 2015 UK referendum on leaving the EU. Here the voting choice is a simple binary to 

leave or remain within the EU. For our simulated dataset we have a population dataset 

(voteleave_pop.dta) of 2,000 voters split into 50 equally populated (each with 40 voters) areas. From 

this we have taken a random sample (voteleave_sam.dta) of roughly 10% which in fact is 213 

individuals with each area having between 1 and 7 voters in the sample. Note here it wouldn’t 

matter if areas had no individuals in the sample (as we have seen for the tutorial example) as the 

small area estimation will still work in this scenario.  

We will investigate this example using Stat-JR TREE rather than the eBook in DEEP as we can only use 

the MCMC algorithms for fitting these models as emdi only deals with Normal response models. 

So if we first fire up Stat-JR TREE and Choose the dataset voteleave_sam and click Use then select to 

View the Dataset it should look as follows: 
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Here we see the response variable voteleave which takes values 0 for voting remain and 1 for voting 

leave. There are then 3 categorical demographic variables that we will use to predict the probability 

of voting leave. Firstly we have Age which takes 4 categories, 0 for 25-49, 1 for 18-24, 2 for 50-64 

and finally 3 for 65+ years old. We have used this unusual category order as we intend to use 25-49 

as a base category capturing a large proportion of the population and expect to then see negative 

effects for the 18-24 category and positive effects for the older (50-64 and 65+) categories. Similarly 

we have Education with categories, 0 for A levels (which we will use as a baseline), 1 for GCSE and 

lower qualifications and 2 for Degree and higher qualifications. Again we expect the GCSE and lower 

group to have a positive effect and Degree and higher qualifications to have a negative effect. Finally 

gender is a binary with 0 for male and 1 for female with males slightly more likely to vote leave. 

We will move straight to the SAEModel template and we set up the inputs as follows:  
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Here you will see that when we choose Binomial for our model we have 2 additional inputs: 

Denominator for which we input cons which is a column of 1s and simply shows that our individual 

data points are individual people rather than groups and so the response is 0/1 rather than a 

proportion. We also specify a logit link function as we are planning to fit a (multilevel) logistic 

regression model. The final thing to note is that under the predictor variables we have ticked the 

treat as categorical options for all three predictors and here the first category will be treated as a 

base category (hence our unusual categorisation earlier) and the model to be fitted will have dummy 

variables for each other category. The poverty and inequality indexes don’t make much sense for 

binary data so we will say No here. If we complete the inputs the screen will look as follows: 
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If we click on Run we can now wait for the model to fit and the rest of the SAE outputs to be 

generated. When this happens the timer will say Ready in the top right and if we look at 

equation.tex from the object pull down list and perhaps pop it out we will see the following: 

 

Here we see a logistic regression with an intercept and 6 predictors made up of the categories of the 

3 categorical predictors along with random effects for the different areas. Looking further down the 

list of objects we can pop out the sae_modelresults object which looks as follows: 
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Here we see as predicted the younger age group has a negative coefficient (-1.443) whilst the older 

age gropus have positive coefficients (0.652 and 1.040 respectively) although in terms of statistical 

significance only the beta_3 term looks significant perhaps due to the rather small sample size of 

213. We observe the predicted direction of effects also for education and gender and we see a very 

large (2.079) between area variance suggesting there are large differences in how areas voted not 

explained simply by the demographics of the indiivudals. Ideally we would like area level predictors 

to explain these differences but here we do not have such information. 

Looking at the SAE objects we can first look at prediction_summary which looks as follows: 

 

Here we get to the left the estimates simply from the sample dataset – so for example for the first 

area we get an estimate of 0 i.e. meaning everyone votes remain which is because the 5 people in 

the sample voted remain. We see that the population estimate which takes into account 

demographics suggests that in fact we might expect 24.2% of the population voting leave. In fact we 

are in the fortunate position of having the actual voting decisions of all people in the population in 

the population dataset and we can use this to see that in fact 22.5% voted leave so in this case the 

estimate from the modelling is much better than the sample estimate. Similarly for area 2 we get 

probability of voting leave of 0.5 from the sample (2 out of 4) with a higher model estimate of 0.521 

(and in fact the truth was 0.675). 

We can look at other outputs like the quantiles which looks as follows: 
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What we see here is in fact we have quite wide quantiles which are a little hard to interpret as the 

underlying data is 0 and 1! It is probably easiest to think of these in terms of underlying probabilities 

so for example for the median the first area appears to have an estimate below 0.1 and so we would 

expect that the median person in the area here would most likely vote remain with only a small 

probability of them voting leave.  

We will leave this example now and in fact this ends this introductory practical on using Stat-JR for 

small area estimation. 


