Multilevel Discrete-time Event History Analysis

University of Bristol, March 2006


Exercise 2: Multilevel Models for Recurrent Events and Unobserved Heterogeneity, Using MLwiN

In this exercise, we will be using MLwiN to fit multilevel discrete-time event history models which allow for correlation between durations when there are recurrent events.  We assume that this correlation is due to unobserved individual-specific characteristics, or shared frailty, which is represented in the model by individual-level random effects.

We begin with an introduction to MLwiN, including details of how to prepare data for reading into MLwiN and basic data manipulation.  We then consider a simple multilevel event history model. 

Part I: Introduction to MLwiN
1. Preliminaries
Data are read into a spreadsheet/worksheet.  Each variable in the data file is stored in a column of the worksheet.  Variables can be referred to by column numbers, e.g. C1, C2, or they can be given more informative names.  

Data files may be cut-and-paste from a Excel spreadsheet or from SPSS, or read from an ASCII file.  ASCII files should have 1 record per individual, and is easiest to read in if formatted to have at least 1 column space between each variable.  Before carrying out a multilevel analysis in MLwiN, the data need to be sorted so that level 1 units are grouped within level 2 units, level 2 units within level 3 units etc.  For example, to fit a multilevel model for recurrent events we need to ensure that events for the same individual (level 2) are grouped together. Data may be sorted in another statistical package or in MLwiN.  Finally, when preparing a data file for MLwiN make sure you assign a numeric code to any missing values, rather than leaving blanks. 

We are now ready to start up MLwiN and read in a pre-prepared MLwiN worksheet.  The file hutter.ws contains data on 944 birth intervals from 159 Hutterite families, a natural fertility population in North America. We will be modeling the number of months to conception (month).  The data have already been expanded to the necessary format for a discrete-time analysis, i.e. one record per discrete time unit (month) of exposure, and are pre-sorted by family.  There are a total of 8361 monthly records in the data file.  The variable definitions are given below.

	FAMILY

Family identifier code

ORDER

Birth order

MONTH

Month of exposure to risk of conception (grouped)

1 <6

2 6-11

3 12-23

4 24-35

5 36+

CONCEIVE

Conception indicator






1
woman conceives

0 woman does not conceive

PREVIOUS

Previous child died within one year of birth






1
died

0 survived

AGE


Mother’s age at start of birth interval (years)

MARDUR

Duration of marriage at start of birth interval (years)




Follow these commands to read in the data:

	Select File menu

Select Open worksheet
Select the file hutter.ws
Click Open


The Names window will appear, providing details of the number of cases and the range of values taken by each variable.  To see the data:

	Select Data Manipulation menu

Select View or edit data


The data are displayed in the form of a spreadsheet:
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To select the columns you wish to look at:

	Click the View button

Highlight the variables you wish to view

Click OK


To close a window, click on the X in the top right hand corner of the window.  

2. Creating New Variables
In order to fit an intercept term in our models, we first need to create a new variable which is just a column of 8361 one's.  We will include this as an explanatory variable in our models and its coefficient will be the intercept.  We create this variable as follows:

	Select Data Manipulation menu

Select Generate Vector
Under Type of vector, Constant vector should be selected

Next to Output column, select C8 from the drop-down list (the next empty column)

Next to Number of copies, type 8361
Next to Value, type 1

Click Generate


We will name this new variable cons:

	Select Data Manipulation menu

Select Names
Highlight C8 and click on the box in the top left corner of the Names window

Delete C8 and type cons
Press the return key


3. Saving the Worksheet
To save the data (together with variable names and new variables) in the form of an MLwiN worksheet:

	Select File menu

Select Save worksheet As
Type in a file name (e.g. hutter.ws to overwrite the current file) and click Save


NOTE: It is important to make a habit of saving your worksheet after any major data manipulations.  In particular, save your worksheet before fitting any models.

Part II: Modelling the Time to Conception among Hutterite Women

1. Introduction 

The event of interest is a conception, and we will be modelling the number of months until conception, measured from the time of the previous birth (or marriage if it is the first conception).  For the purpose of this exercise, only closed birth intervals (i.e. those that had ended in a conception before the survey) are considered and, therefore, there are no censored observations.  We restrict the analysis to closed intervals to avoid difficulties in analysing long intervals contributed by sterile women.

The data have already been expanded to a person-period file with monthly observations for each woman from the time of her last birth until a conception.  Most women have more than one conception, so we have recurrent events.  There are 944 birth intervals, contributed by 159 families, so the mean number of intervals per family is 5.9.  See the start of this handout for a variable description.

2. A Multilevel Logistic Model for Unobserved Heterogeneity
In our MLwiN worksheet hutter.ws, we have a binary response yij (conceive) such that:

yij
= 1
if woman j conceives at month i

= 0
if woman j does not conceive at month i
Let 
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 = Pr (woman j conceives at month i) = Pr (yij=1).

[Note on notation: this is the notation used in the model equations constructed using MLwiN.   In an event history analysis, ( corresponds to the hazard (denoted by h in lectures).  Note also the change in subscripts from the notation used earlier (here i denotes the time interval, while j denotes the individual).]

We will start by fitting a model with duration (month) effects only.  We will fit a piecewise hazards model where the hazard is assumed to be constant within each category of month.  We first need to tell MLwiN that we wish it to treat month as a categorical variable in our models.

	Open the Names window

Highlight month and click on Categories
The Set category names window will appear

We can change the labels assigned to each category, but we will just keep the default

So click Apply, then Quit


From now on, when we include month as an explanatory variable in our models, MLwiN will create dummy variables for 4 out of the 5 categories of this variable.  We can choose the reference category.  Suppose we take the fifth category (36+ months) as the reference.  When we add month to our model, dummy variables called month_1, month_2, month_3 and month_4 will be created and added as explanatory variables.    The logistic model incorporating unobserved heterogeneity at the family level may be written:
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where 
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 are coefficients (called fixed parameters) and u0j is the random effect representing unobserved family-level variables.  We assume that u0j follows a normal distribution with zero mean and variance 
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 (often called the random parameter).  We will obtain estimates of the (’s and 
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 from MLwiN.  In multilevel modelling terminology, this model is called a two-level random intercept model (level 1=month, level 2=family), so called because the model intercept is allowed to vary randomly across families.

3. Specifying the Model
	Select Model menu

Select Equations


The following window should be displayed:
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The symbols in red indicate parts of the model that need to be specified.  We start by specifying the response variable, the number of hierarchical levels and the variables containing the identifying codes for each level.  Our response variable is conceive, our model has two levels and the level 2 identifiers are stored in family.  It does not matter what you specify as the level 1 identifiers - we will use cons, the column of 1’s which we created earlier.  We specify these as follows:

	Click on y
From the drop-down list next to y, select conceive

From the drop-down list next to N levels: and select 2-ij
Two new boxes will appear

   For level 2 (j): select family
   For level 1 (i): select cons
Click Done


Next we specify a binary (or binomial) response model.

	Click on N
Select Binomial

We will use the default logit link, so click Done


The Equations window should now look like this:
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We need to specify the denominator, denoted by 
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n

.  For binary data, this is just a column of ones so we will use cons.

	Click on nij and select cons from the drop-down menu




Note: When the response variable is a proportion, rather than binary, the denominator will be the number of cases on which the proportion is based.  For example, if our response had been the proportion unemployed in an area, the denominator could be the number of people eligible to work in that area.

We will now specify a random intercept model.  The intercept is the coefficient of cons which we want to have a fixed component and a component which varies randomly across families. 

	Click on x0
Select cons from the drop-down menu
Check the j(family) box to specify a random intercept at the family level

The Fixed Parameter box will be checked by default
Click Done


We now add the duration effects.  Our duration variable is month, which we earlier defined as categorical.

	Click Add Term at bottom of window

Under variable select month from the pull down list

Under reference category select month_5
Click Done


To see the full model specification:

	Click the + button at the bottom of the Equations window twice

Also click the Estimates button
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Symbols in blue represent parameters to be estimated; they will turn to green when the model has been fitted (and convergence has been achieved). 

4. Estimation Procedures
We now need to specify the estimation procedure:

	Click on the Estimation control tab above the Equations window

Under Method, select RIGLS

Click Done


There are a number of algorithms for fitting discrete response multilevel models.  Methods based on maximum likelihood estimation use some approximation.  In MLwiN, there are a number of approximations from which to choose.  We will start with what is called the 1st order MQL procedure.  However, MQL can often give estimates that are biased downwards, particularly when cluster sizes are small.  An improved procedure is 2nd order PQL, but this method sometimes fails to converge
.   An alternative to maximum likelihood methods (especially if 2nd order PQL does not converge) is to use a Monte-Carlo Markov chain (MCMC) procedure such as Metropolis Hastings – this is also implemented in MLwiN.  It is a good idea to fit at least your final model using MCMC to check your estimates.

	Click Nonlinear at bottom of Equations window

Click on Use Defaults, then Done


We are now ready to start fitting models!

IMPORTANT: SAVE YOUR WORKSHEET FIRST:

	Select File menu

Select Save worksheet As

Type in a file name (e.g. hutter.ws to overwrite the current file)


Note: It is always a good idea to save your worksheet at regular intervals, particularly after any data manipulation, creation of new variables etc.  Sometimes convergence problems are encountered and your data may be left in a transformed state (you will receive a warning message if this happens to you).  This may also occur if you have made a mistake in setting up your model.  If this happens, just start again by retrieving your saved worksheet.

To begin estimation:

	Click Start at top left of window


Estimation begins.  When convergence is achieved, the blue symbols will change to green.  To see the estimates:

	Click Estimates at bottom of window


The results should be as follows:
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The intercept is estimated as –1.620 (with standard error 0.212) and the coefficient of month_1 is estimated as -0.622 (SE = 0.214) etc.  The random effect variance (unobserved woman-level heterogeneity) is estimated as 0.268 (SE = 0.053).  

	Saving Output

The easiest way to save output from MLwiN is to cut and paste the window containing the output you wish to save into a Microsoft Word document.  To do this, highlight the MLwiN window that you wish to save.  In MLWiN, go to the Edit menu, then select Copy.  Now open a Word document and place the cursor where you wish to insert the output. In Word, go to the Edit menu and select Paste.


We will now use the improved 2nd order PQL estimation procedure.

	Click Nonlinear at bottom of window

Linearisation: change to 2nd order
Estimation type: select PQL
Click Done
Click More (top of main window).  (Note you may need to click More again until all estimates turn from blue to green.)


 You should obtain these results:
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Note: convergence problems are sometimes encountered with the 2nd order PQL approximation.  These can often be avoided by starting with a 1st order MQL approximation, and then extending to 2nd order PQL.   

We will now fit the same model using a MCMC methods.

	Click on the Estimation Control tab, then click on the MCMC tab

We will use the default options (5000 iterations with a burn-in of 500), so click Done


Now click Start to begin estimation.  Estimation takes several minutes.  The results shown below are fairly close to those obtained using 2nd order PQL .  (Note that the 2nd order PQL results are used as starting values in the MCMC estimation.  If different starting values were used, the results would be slightly different since MCMC estimation involves taking random draws from the parameter distributions; different starting points lead to different samples being selected.)   You should see the following results.
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When using MCMC, it is up to the user to assess whether convergence has been achieved.  There are various convergence criteria that have been proposed – see Browne, W.J. (2003) MCMC Estimation in MLwiN version 2.0 (downloadable from http://multilevel.ioe.ac.uk/download/manuals.html). As a starting point, you should always examine the iteration trace of the parameters; if convergence has been reached, the iteration trace should resemble ‘white noise’.  For example, to examine the iteration trace for 
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	From the Model menu, select Trajectories
Click on the plot just visible under 
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Your will be asked whether you wish to Calculate MCMC diagnostics?  Respond Yes


The following MCMC diagnostics window should appear.
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The iteration trace is given is the top left-hand graph in the Trajectories window below.  The trace resembles white noise, i.e. it does not follow any clear trend.  However, the plots of the ACF (autocorrelation function) and PACF (partial autocorrelation function) show quite high autocorrelation.  A healthy chain should have an autocorrelation of approximately zero, corresponding to independently identically distributed (i.i.d.) data.  In practice, we would need to increase the number of iterations.  But in this case since the MCMC estimates are so close to the 2nd order PQL estimates, we will use 2nd order PQL for analysing these data from now on.

To revert to 2nd order PQL:

	Click the Estimation Control tab, then click on IGLS/RIGLS (Make sure that RIGLS is selected)

Click Done
If you click on Nonlinear, you will find that 2nd order PQL has been selected so click Done
Now click Start to refit the model


5. Significance Testing

As for single-level models, we can perform t-tests on the parameters 
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.  The t-ratio is calculated as (estimated coefficient)/(SE(estimate)).  A rule of thumb is to consider t-ratios that are greater than 2 in magnitude to be significant at the 5% level.

To test the significance of 
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, the family-level variance, we can carry out an approximate Wald hypothesis test.  The null hypothesis is that 
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=0, i.e. there is no variation between families.

	Select the Model menu 

Select Intervals and tests
In the box next to family: cons/cons, type 1 (family:cons/cons refers to the parameter 
[image: image20.wmf]2

0

u

s

)

Click on Calc


The following results should appear:
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The chi-square value of 26.323 on 1 degree of freedom is highly significant, so we reject the null hypothesis; there is evidence of between-family unobserved heterogeneity.  Note, however, that this test is based on the assumption that the sampling distribution of the between-family variance is normal.  Variance and covariance parameters actually follow chi-squared distributions, but for the large number of families (level 2 units) we have here a normal approximation may work reasonably well. The MCMC trajectories provide some information on the distribution of 
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 - see the kernel density plot in the top-right corner. The distribution has a slight positive skew, but not markedly so.  MCMC also provides a 95% interval estimate for each parameter, defined by the 2.5% and 97.5% points of the distribution. Based on the 5000 samples, the 95% interval estimate for 
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 is (0.195, 0.498).  The 95% confidence interval based on a normality assumption, and using the PQL2 estimates, is 
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6. Adding Covariates
We will now add the remaining covariates to the model.  It is recommended that you build models gradually, adding one variable at a time, as this often avoids convergence problems.  Start by adding age:

	Click Add term at bottom of the Equations window

Under variable select age
Click Done


To fit this new model:

	Click More (top of main window)


Next add the remaining variables (order, previous and mardur) to the model, one by one.  When you have added all variables, you should get the follows results:
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7. Random Coefficient Models

The random intercept model allows the overall risk of conception to vary across families, but assumes that the effect of each covariate is the same for each family.  This may be unrealistic.  For example, we have assumed that the hazard changes with duration (month) in the same way for each family, but we might expect the baseline hazard to vary across families.  We could allow for between-family variation in the baseline hazard by allowing the coefficients of one or more of month_1, month_2, month_3 and month_4 to vary randomly across families – this would lead to a random coefficient model (sometimes called a random slope model).

If we introduce random coefficients for month_1, month_2, month_3 and month_4 all at once, we are likely to run into convergence problems since we would be greatly increasing the complexity of the model in a single step (this model has a 4×4 family-level covariance matrix, so there are 9 additional parameters to be estimated).  Therefore, we will begin by introducing a random coefficient only for month_1.

	In the Equations window, click on month_1
In the box that appears, click next to j(family)  This tells MLwiN to allow the coefficient of MONTH1 to vary randomly at the family level.

Click Done


The family-level covariance matrix 
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 should change from a single term to a 2×2 matrix.

Click More to estimate this model.  The results should be as follows:
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For the ‘average’ family, the intercept is –0.679 and the coefficient of month_1 is –0.969.  For a given family j, the intercept is –0.679 + u0j and the coefficient of month_1 is 

–0.969+u2j, where u0j and u1j are random terms which vary across families.  The variance of the random intercept terms is 
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 which is estimated as 0.237, and the variance of the random coefficient terms is 
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 which is estimated as 0.748.  (If you click on Estimates, you can see the notation used for the parameters in 
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Testing significance of random coefficients

Before interpreting this model, we should check that a random coefficient for month_1 is actually needed.  Allowing the coefficient of month_1 to vary randomly across families has led to the addition of two extra parameters to the model, 
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 and 
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.  We need to test whether these parameters are significantly different from zero.  If they are not, we can revert to the random intercepts model.  The null hypothesis for our test is that both 
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 are equal to zero.  We can carry out an approximate Wald test as follows.

	From the Model menu, select Intervals and tests
Next to the # of functions box, type 2 (since we are testing 2 parameters)

In one column (#1 say), type a 1 next to family:month_1/cons (this refers to parameter
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In the other column, type a 1 next to family:month_1/month_1 (this refers to parameter 
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Click on Calc


You should get the following results:
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The test statistic is 15.172 on 2 d.f. which is highly significant.  We therefore reject the null hypothesis and conclude that the coefficient of month_1 does vary across families.

Interpreting a random coefficients model

A random coefficient for month_1 at the family level implies that the between-family variation in the hazard of conception depends on the value of month_1.  The variance in the logit-hazard of conception is:
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=0.237 – 0.260 month_1+0.748 month_12.

Plugging in values for month_1 into this expression, we get:

For month_1=1 (0-5 months), the variance is 0.237-0.260+0.748=0.725.

For month_1=0 (6+ months), the variance is 0.237

So there is more variation between families during the first six months than in later months, which may be due to variation in the probability of conception immediately after a birth (postpartum infecundability).

We can also do these calculations in MLwiN:

	From the Model menu, select Variance function
In the bottom left of this window, next to level, select 2:family from the drop-down list

In the grid, type 1 in the cell under cons, type 1 under month_1, then click under select


If you click on the Name tab, the Variance function window should look like this:
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This gives the variance for month_1=1.  If you type 0 under month_1, you will get the variance for month_1=0.

Adding another random coefficient

Now try adding a random coefficient for month_2.  Test the significance of the added parameters.  Then use the Variance function window to calculate the between-family variance for 0-5 months (month_1=1, month_2=0), 6-11 months (month_1=0, month_2=1) and 12+ months (month_1=0, month_2=0).







�For a discussion of the difference between these procedures, see Goldstein, H. and J. Rasbash (1996) Improved approximations for multilevel models with binary responses.  Journal of the Royal Statistical Society, A. 159: 505-13. 
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